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Chapter 1: General Introduction

In the modern and global economy, financial markets stand as one of the centres of economic activities
where capital, risk and opportunity come together. Connected by radio waves and optical cables, its
complex networks enable the exchange of assets and in a more general way provide a space for sellers
of bonds, equities, derivatives, or commodities to meet their demands. Despite their bad reputation for
outsiders, financial markets are, by providing the services and products through which savings and
investments are accomplished, a mandatory venture for economic well-being. Their own stability is a
pillar for global economic stability and growth (Weber, 2008). They represent an opportunity for
enterprises to find capital, and for investors ranging from retail investors to multinational institutions
with multiple Trillions of dollars’ worth of assets under management® to diversify their portfolios and
participate in promising ventures across industries and markets.

Under these circumstances, volatility, trading volumes and stock returns emerge as important
metrics to monitor the market dynamics. Volatility represents a security or market index’s degree of
price fluctuations; understanding that securities with higher volatility are riskier. Trading volumes
constitute an insight into liquidity, or the capability to transform a specific asset into cash, and a measure
of buying and selling activities. Stock return is the percentage of change in value of an asset over a
specific period of time. Understanding what influences these metrics, being able to model them using
other quantifiable determinants and the capability to forecast their future changes are matters that remain
at the centre of academic researchers and professionals’ priorities. Instead of relying on pure gut feelings,
the financial decision-making process became highly data-driven. Conventionally, financial analysis
relied heavily on traditional and structured data such as financial statements?, historical metrics® or
macro- and microeconomic metrics. But throughout the years, researchers and professionals learned to
develop and use new tools and data sources to help them in that analytical pursuit. In this context and
with the rise of internet usage, we saw the emergence plus increasing relevance of alternative sources of
information which can also be used to collect information and insights. We can mention the use of social
media data (Tweets, posts on Facebook and reviews on specialised platforms to understand the public
opinion about companies or products), natural language processing of articles available online or data
about the volume of web searches related to specific words or subjects.

The volume of web searches allows for an unbiased insight on how popular a subject is at the
moment. For an entrepreneur, diving into web searches volume can help understanding what products
would fit the current trends. For a supply chain manager, it could help with inventory management, as
heavily researched products are more likely to generate a higher demand. And for financial analysts, the
same can be said for companies’ sales performance forecasting. Among researchers and professionals,
Google search volume index* (which will be referred to as GSVI) has drawn considerable interest due

1 An example of such institution is BlackRock, the American multinational specialized in asset management, which
had 9.4S Trillions of dollars’ worth of assets under management as reported by Bloomberg in July 2023 (Brush,
2023). To put this amount in context, 9.4S Trillions is a bit less than three times the total economic activity of the
whole Africa as of 2023 (International Monetary Fund, 2023).

2 Different types of financial statements include: balance Sheet (which provides an overview of a company’s
assets, equity and liability); income statement (which provides an overview of a company’s stream of income),
Cash flow statement (which provide a picture of what happened to a company’s cash during a specific period
(Harvard Business School, 2020))...

3 Historical values of previously mentioned metrics (volatility, stock returns and trading volume).

4 Available on the following website: https://trends.google.com/trends/



to its accessibility and comprehensibility. Evaluating the relationship between the GSVI and stock
market activity measures is the aim of our research. In the following paragraphs, we will provide a brief
overview of the history of Google Trends as a tool. We will then finish this introduction by providing an
overview of the structure of this thesis.

Google Trends was initially launched on May 11, 2006. Initially, the tool allowed the user to
compare the search volume of a specific “search query”. A search query is an exact sequence of words
issued by a user on any of Google’s search engine. Prior to 2007, the data was updated only once a
month and there was no difference in categories. Meaning that Google Trends results for “Amazon” did
not differentiate the company from the rainforest. In September 2007, these two problems were
addressed. Google announced that the data available would be updated every 24 hour and that categories
would be added. Several other features were also added such as a feed showing the current fastest-rising
search queries (Efron & Eyal, 2007). Choi & Varian (2009) described the way Google Trends operated
at the time. The authors, who were working for Google, at the time explained the following: “Google
Trends provides an index of the volume of Google Queries by geographic location and category”. We
understand that it started with a query share which was the total volume of search for a particular query
in a specific region and this query share was divided by the total volume of search in that same region.
This number was then normalised in order to start at 0 on January 1%, 2004. The number in later dates
would then indicate the deviation from the query share on January 1%, 2004. The following image
showcases an example of the results for the search query “Coupon” at the time.

( A;O& )8‘6 coupon |_Search Trenda
Searches Ysbsites Unded States W || Al subregions v | Alyears v
Scale = based on the average traffic of coupon from United States in all years. Laarn more
'®
5 | Panassonic S0-iach 1080p Plasma HOTV. $2574.99 with Exclasive Coupon
(TH-S0PZ7004)
£ Jun 15 2007
'..1 I r 5 | Coupon program begins o heb bw-tech TV owners convert fo digital
- A [\ J\ broadcastng
n | | ] raespols Siar T Dec 31 2007

\ / . = . e
[\ \ T R Channel Master Digkal To Anslog Converter Box Now NTIA Cougan Eligible
g N — ., - PR Inside (Pressemite Mar 19 2008

Coupon interest rises in tight sconemy
i ay - Jul 2 2008

20¢ 8 galon gas discount coupon program wil end Sept 18
Cape Cod Today - Sep 8 2008

ExacfTsrget Launches ‘Live Offers’ Emad Coupon Solution at Shop org's

PO Y PP MmN/ Y, ark=fWatch - Sep 18 2008

Figure 1.1 : Results for the search query ‘coupon’ on Google Trends’ 2004
version (Choi & Varian, 2009).

Two years later, in 2008, an improved version of Google Trends called Google Insights for Search
was released, but the two were initially different tools. The main additions of Google Insights for Search
were the possibility to compare multiple search terms and the ability to download the results in CSV
format (Claiborne, 2008). Finally, in 2012, Google trends and Google Insights for Search were merged
together, and only Google Trends remained. The current version of Google Trends proposes an improved
version of each of the previously cited services, but the only recent major update was the addition of a
difference between real-time and non-real-time data. Non-real-time data is composed of data going as
far back as January 2004 up until 72 hours before the search. And real-time data is composed of the 7
days of data prior to the search (Google, 2023). This difference is obviously important for the



normalisation of the data. A more in-depth explanation of Google trends’ process will be presented
during the “data” section.

With this introduction of the tool behind, we shall now describe the structure of this thesis, which
will proceed as follow. The next section will cover the literature surrounding the use of Google Trends
in research from the initial justification of the use of the tool until now. We will then describe the data
that we will be included in our research. This description will cover the data collection, the manipulation
process but also a visualisation of the data included. Afterward, we will explain the methodology that
we chose to follow. This methodology section will be concluded with our hypotheses. We will then
present the results of the methodology chosen. And finally, we will discuss the results that we will have
presented with regards to our expectations and findings present int the literature. This will be done in
order to present a more qualitative aspect to this quantitative research.



Chapter 2: Literature Review

With this literature review, we aim to provide a complete overview of the way the Google Search Volume
Index has been used in the scientific literature in relation to stock market activity and in other fields of
research. To do so, we decided to split this literature review into two different parts. The first one
examines the historical use of Google Trend’s data outside of the financial scope. Of course, only the
most influential work will be presented. And the second part will present studies incorporating a
financial use of the tool. Our goal will be to describe the initial motivation of the use GSVI in finance
and then continue by exploring the results of the research that followed.

Non-Financial use of the GSVI:

The earliest use of Google Search Volume in the literature were often unrelated to finance. There have
been different attempts to summarise the literature using the GSVI, but Jun et al. (2018) received the
most attention, this section of the literature review is inspired by their study. Their research concluded,
with the use of the 657 most influential papers, that there were three main fields of research that used
Google Trends data®. These fields are information system® or computer science, medicine/bioscience
and economy or business-related use. We will dedicate a paragraph to each one of those fields.

In information systems, the earliest trace of usage of GSVI dates back to 2012. In that year,
Prakash et al. (2012) explored the situation where two products are competing for the same markets and
aimed to predict which of these products would end with the highest market share. They concluded that
for two competing products in the same environment, it was possible to determine which of these
products would end up with the largest market share stating that the products with the highest market
share ends up wiping out the weaker product; they called this Winner-takes-all. They were able to
demonstrate an example of Winner-Takes-All occurrence using real-data of GSV of competing products
such as Facebook and Myspace, Reddit and Digg, and Blu-ray and HD-DVD. In each case, the products
with the initial highest market share ended completely taking over the weaker product something that
was showcased by a comparison of their GSVI’s data.

Vaughan & Romero-Frias (2014) investigated if the use of different universities’ GSVI’s data
could be used to predict their academic fame. To do so, they used data from US and Spanish universities.
For the US universities, they selected the top 50 universities from the QS World Universities Ranking,
and for the Spanish ones, they chose the 56 universities included in the Shanghai Academic Ranking of
World Universities. The results correlated with their initial expectations, as they found a significant
positive correlation between higher ranking and higher numbers of Google Searches. For Spanish
universities, they did find that the correlation could be attributed to the university size. Mentioning that
the larger search volume could potentially be a result of people within the organisation searching for it,
but this was not the case for the American universities.

5 It is important to mention that prior to the merger of Google Trends and Google Inside for Search in 2012,
researchers were solely using the latter due to its possibility of downloading the data.

6 For more context, an information system represents the set of components surrounding the collection, storage
and processing of data to provide information and knowledge (Britanica, 2023). One example of use of
information systems by corporation in relation to our subject would be to understand the implication of Google
Search volume in relation to their markets or products and adapt their marketing strategy.



Further studies followed the same methodology, but this time in an attempt to compare the
difference between engines’ search volume indexes. Following that idea, Vaughan & Chen (2015)
reiterated the previously cited methodology but for Chinese universities, this time focusing on a
comparison between Baidu’s’ and Google’s search volume index. Once again, they found a high
correlation between the different search volume data and the universities’ academic rank. However, they
added that combining multiple engines’ search volume indexes did not add any predictive power to the
models. They also noted that in their case Baidu’s search volume index was a better predictor than the
GSVI, something they expected as they were using the case of Chinese universities.

Finally, Jun et al. (2017) used GSVI to forecast the adoption of new products and technologies by
analogy. Forecasting by analogy means that you are using data from a former product that shares similar
characteristics to the one you are trying to predict the future of. They found that GSVI had outstanding
explanatory power to analyse how consumers would adopt new products and technologies. And, thus,
GSVTI’s data could be used to forecast consumer behaviour in various fields. Meaning that it could
contribute greatly to the development of corporate strategies. Overall, we understand that for
information systems or computer science, the literature has mainly focused on GSVI’s ability to predict
product adoption and universities recognition with encouraging result. We can also note that a significant
part of the literature focused on evaluating the performance of different engines’ search volume indexes,
concluding that the dominant regional search engine would have better results (Jun et al., 2018).

Google Trends’ application to medicine/bio-science was the first one to really break the news
when, Ginsberg et al. (2009) published their research: “Detecting influenza epidemics using search
engine query data”. This research, along with others that we will also present later, was actually
published by Google-affiliated researchers. In the early stages, Google itself played a primary role in
promoting Google Trends’ applicability for researchers (Jun et al., 2018).

Despite this affiliation, Ginsberg et al. (2009) remains, as of today, one of the most influential
papers using Google Trends’ data®. The researchers explained that one way to get early detection of
seasonal influenza epidemics was through the monitoring of online health-seeking behaviour, in this
case, materialised by what people were searching for on Google. Their research investigated a way to
monitor influenza commonly known as the flu, or illnesses with similar symptoms by tracking the values
of a large number of search queries on Google related to the illness. They came up with a model that
could estimate the current level of influenza viruses’ activity in each region of the United States. They
were also able to report a high level of flu activity about one to two weeks prior to reports by the Centres
for Disease Prevention and Control (CDC). By showing Google Trend’s application in disease detection,
this research influenced many others that followed. Using their models, Google went on and launched
Google Flu Trends, a website that live-tracked flu epidemic numbers; the site was eventually closed
down in 2015 (Google, 2015). Carneiro & Mylonakis (2009) drew similar conclusions by declaring that
Google Trends was an effective tool for flu detection. They also added that in order for these detections
to be accurate, they required large portion of the population to be web users. Further research were
interested in the detection of other diseases such as (Zhou et al., 2011) with tuberculosis surveillance
(Schootman et al., 2015) with cancer screening, or (Teng et al., 2017) with Zika epidemic predictions.

7 For more context, Baidu is the most used search engine in China.

81t is also important to note that the researchers had access to data which was not available to the public at the
time. For example, their sample went back as far as 2003, and they already had the possibility to trace back
individual queries to specific regions and even major cities when inside the US.



After a diminution of researchers overall interests in disease screening using GSVI, we saw a
regain of interest in this kind of studies with the COVID-19 epidemic. In line with the previous findings,
the argument was that real-time data could be used for early disease detection and tracking of epidemic.
Mavragani & Gkillas (2020), by doing a quantile regression®, found a significant correlation between
GSVI and COVID-19 US data both at a federal and regional state level. Then, Ayyoubzadeh et al. (2020)
produced a research focused on Iran using long-short-term memory models'® once again proving GSVI’s
ability to be used for COVID-19 epidemic prediction. Finally, Brodeur et al. (2021) used Google Trends
to investigate mental health during lockdowns forced by the COVID-19 outbreak. Their study aimed to
clarify if the lockdowns led to significant changes in searches for mental health-related topics (such as
depression, loneliness, sadness, etc.) in the US and European countries. They concluded that the search
for the previously mentioned topics increased, thus, deducing that the lockdowns did have a negative
impact on mental health. Despite these findings they finished their article by mentioning that searches
for topics such as divorce, suicide or stress fell.

Despite the fact that many studies that followed the research of Ginsberg et al. (2009) used GSVI’s
data and also had significant results, an important part of the literature was far more critical on GSVI’s
data precision in the medicine or bio science fields. Butler (2013) compared the results of Google flu
trends website’s data with the CDC ’s actual numbers. They acknowledged that Google Flu trends had
produced remarkable results in the past but as time went on, their results seemed to deviate further from
the reality especially during the peak of the flu season in 2013. The researchers explained that Google
Flu’s estimates were two times greater than the CDC’s actual numbers during that period. They pointed
that Google Flu trends had already had to modify their algorithms in 2009 in order to better fit the reality
and this was going to be required more often as time went on. The articles featured an interview of Jon
Brownstein an epidemiologist at Harvard Medical School, who explained that predictive models had to
be constantly updated and recalibrated to fit the reality. As mentioned previously, Google flu trends
projects was later aborted in 2015. In that same announcement, Google explained that they would
continue their collaboration with different hospital/organization that specialized in infectious disease
tracking and research and that they would provide their data to help them build their own model.

Cervellin et al. (2017) is another article that had counterbalancing claims to GSVI’s ability to
predict disease outbreaks. The researchers aimed to compare the consistency of the data in different
clinical settings. They compared the search volume for more prevalent disease that attracts low attention
from media coverage and rarer diseases that attracts high attention from the media. They concluded that
in that setting GSVI’s data’s prediction/estimations were underestimated when people had poor
knowledge of a given disease and, on the other hand, overestimated for disease with high media
coverage. However, it appears that some researcher may have not understood the initial claims of studies
such as Ginsberg et al. (2009) as the researchers did not use the name of the disease itself to track the
epidemy, but rather tracked differences in search volume for symptoms associated with the disease.
Something that Cervellin et al. (2017) did not do.

To conclude the part on medicine and bioscience, it seems that there is a consensus in the literature
on the fact that GSVI’s data can be an effective predictor of different epidemies. This stands only under

% Quantile regression is a statistical technique which unlike traditional regression focuses on estimating the
conditional mean, which can be useful when there are outliers.

10 ong-short-term memory models are a type of Recurrent Neural Network (RNN) used in deep learning and data
mining. They are particularly suited to make predictions on time series or other sequential data due to their ability
to retain information for a long period of time.



the condition that the model is built using the correct trackers and that these models are recalibrated on
a regular basis to account for potential changes in order to fit reality.

Our final non-financial use of GSVI’s data in the literature concerns the way it was employed for
economic research purposes. As you will understand, a major part of this literature was concerned with
the way Google trend’s data could be used to monitor macroeconomic indicators. It is important to
understand that these studies did mostly not attempt to forecast the future but rather to nowcast the
present. Nowcasting is the attempt to provide real-time estimations of a current condition or metric, in
this case related to the economy. Something useful when having up-to-date information is required; an
example of this are governments and central banks, which require precise estimates of the current
macroeconomic state.

Once again, Google was the most prominent voice in praising GSVI’s data’s ability to nowcast
current economic conditions, as the most influential paper was written by people employed by Google
at the time which was Choi & Varian, (2009; 2009b)™. The first paper, called “Predicting the Present
with Google Trends” aimed to provide different seasonal autoregressive models to nowcast automobile,
house, retail sales and travel destinations using time series data. Autoregressive seasonal models are
used to make predictions based on past data from a time series, while accounting for the potential
seasonality aspect'?. They concluded that their different models outperformed models that did not
include GSVI’s data. The second version of the paper, called “Predicting Initial Claims for
Unemployment Benefits”, focused on understanding the labour market in the US. Once again, the
researchers found conclusive results using Google Trends’ data’s to predict the US Department of
Labour’s “initial jobless claim”, a weekly report that accounts for the amount of people who filled out
unemployment benefits that week. In the 2012 and final version of this paper, Choi & Varian (2012),
also included Roy Morgan’s Australian consumer confidence index. The performance of their other
models in the two previous studies was reassessed. They reached similar conclusions stating that their
models outperformed by 5 to 20% the performance of models that did not include relevant GSVI’s data.

In 2009, two other important researches exploring unemployment forecasting were published.
Suhoy (2009) focused on data from Israél and Askitas & Zimmermann (2009) on the case of Germany
both finding significant improvements in models’ accuracy by including GSVI’s data. In the following
years, several other studies with the same intent followed. Vicente et al. (2015) used ARIMA™® models
to model Spanish unemployment. Spain was an interesting study case at the time as it was going through
a large decrease in unemployment due to the economic crisis. They concluded that by combining GSVI’s
data on job offers with a federal indicator of employment, the models’ performance to forecast
unemployment were improved. Finally, Baker & Fradkin (2017) studied the impact of unemployment
insurance policies** on job search by developing a job search activity index based on Google Trends’
data. Their research concluded that these policies had no significant impact on job searches.

Besides the employment rate, which remains the most researched topic, Google Trends’ ability to
nowcast other macroeconomic measures was also established. There is an important part of the literature
that focuses on GDP growth but the results found in the literature in that regard are mixed. An example

11 There are three different versions of this research: two published in 2009 and one in 2012.

12 The seasonality aspect means that the data follows patterns that repeat at regular intervals.

13 ARIMA, or Autoregressive Integrated Moving Average are popular statistical methods to forecast time-series
elements by using past data. There exist a simpler version of Seasonal Arima.

1 Unemployment insurance policy are financial aids proposed by governments to assist people who recently lost
their jobs.



of this is Gotz & Knetsch (2019) who incorporated GSVI’s in bridge equation®® for German GDP
nowcast. But their benchmark model had actually better results than those incorporating GSVI’s data. A
final use of Google Trend’s data for macroeconomic measure prediction concerned the MCSI* and
consumer confidence index. Vosen & Schmidt (2011) forecast these two indexes with GSVI’s data and
a survey-based indicator. They stated that the Google trend’s-based indicators outperformed the survey
based one in almost every case. Concluding that including GSVI’s data in private consumption index
could be beneficial.

Financial use of the GSVI:

Before we start this part of the literature review, it is important to mention that although the previous
part only focused on the non-financial use of the GSVI in the literature, some of the findings can also
have implications for professionals in the financial sector. Following this idea, being able to predict the
macroeconomic measures before the reports’ official release can give interesting insights. On a more
microeconomic level, the ability to predict retail companies’ sales numbers prior to their monthly or
quarterly reports gives a clear advantage, it can serve as a strong basis to predict the impact of the
publication of the companies quarterly report on the market. Following that idea, we could think of
putting in place a monitoring system for a company’s most popular items and draw conclusions based
on the way their associated GSVIs moved during that period. With that in mind, it is important to
understand that this part of the literature review will only focus on past research establishing direct link
with measures of financial markets’ activity. We start by exploring the initial justification behind the use
of the GSVI for financial market purposes and then assess the current state of the literature.

Da et al. (2011) and Bank et al. (2011) are the two founding papers of the literature studying the
relationship between GSVIs and measures of financial market activity. These two papers both
contributed to the literature surrounding investor attention and stock market activity by pioneering the
use of internet search volume indexes in that regard. Their initial assumptions were the following: under
the hypothesis of efficient markets, every new piece of information is assumed to be incorporated
immediately into the price of an asset (Fama, 1970). However, this would require investors to give every
asset an equal amount of attention. In reality, investors have limited attention, and their attention act a
scarce resource as Kahneman (1973) pointed out.

Da et al. (2011) highlighted that we lack direct measures of this investor attention. There had been
numerous attempts to model investor attention using different sources of data, such as extreme returns,
news articles/headlines, trading volumes, and price limits. The use of extreme returns to model investor
attention follows the idea that if a stock experiences extreme returns values, it means that investors have
been paying attention to it, but this omits the facts that returns have different drivers. When we use news
publication numbers and headlines to model investor attention, we have to keep in mind that the
publication of articles about certain stocks/companies does not mean that people have actually read these

15 A bridge equation refers to an equation that connects different data sources together. For example the
European central bank will often bridge quarterly and monthly information when they nowcast GDP (Angelini et
al., 2008).

16 The MCSI or the Michigan University Consumer Sentiment Index is an index published every month that shows
the level of confidence in consumers as its name indicates. It is available under the following link:
http://www.sca.isr.umich.edu/
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articles. What this means is that these proxies were actually representing the investor information supply
rather than the investor attention demand. Understanding that investor attention supply is the amount of
information available for investors to pay attention to and attention demands is the information that
investors are actually paying attention to. For that reason, Da et al. (2011) proposed the use of GSVI to
model the information demand, their justification of this choice were the following. Internet users use
search engine as a way to collect information on various subjects, and since Google remains the people’s
favourite in the region they investigated, we could assume that the search behaviour on Google’s engine
reflects the search behaviour of the entire web-using population. And the second reason was that if you
are searching for something, in this case, stocks and companies’ financial information, you are definitely
paying attention to them. With that in mind, they advanced the hypothesis that GSVI’s data was a direct
proxy measure for investor attention demand.

The conclusions that Da et al. (2011) drew from their models followed these hypotheses. GSVI
was indeed correlated with other investor attention proxies; they reported a positive but low correlation
with different weekly investor attention supply proxies such as extreme returns or news supply, but
mentioned that a large part of the changes in the search volume itself remained unexplained by the
changes in the investor attention supply proxies. They mentioned that these results were coherent with
the idea that investors may start to pay more attention to a stock prior to the initial news reporting on a
specific events. They continued by examining whose attention they were capturing, finding strong
evidence that Google search volume was capturing the attention of individual and retail investors
something that was later confirmed by a wide variety of studies such as Takeda & Wakao (2013),
Heyman et al. (2019) and Desagre & D’Hondt (2021). Finally, they tested and confirmed different
investor attention theories such as the fact that individual investors are net-buyers of the stocks they are
paying attention to, which leads these stocks to have positive returns in the first weeks following that
attention and a this increase is then followed by a price reversal on the long-run.

Bank et al. (2011) received less attention but made similar claims using the German market. Once
again, they found that GSVI’s data was a powerful tool to measure investors attention demand. Upon
this finding, they tested different theories on stock market activity. They stated that an increase in search
volume for a companies’ name leads to more trading activity and to an increase in the associated stock’s
liquidity. And they made similar claims as Da et al. (2011) regarding stock returns in the first week
following the increase in search volume.

Beyond the conclusions of these two studies, we understand that the different researchers showed
the interest and potential of using GSVI in relation to the stock market. Their publications, thus, paved
the way for a large literature considering different measures of financial market activity: trading volume,
stock return, volatility. Different measures for which we will summarise the current state of the literature
in the following parts.

We start with the relationship with stock returns. As previously mentioned, the short-term impact
of higher search volumes for companies was established in the early days of research including GSVIs’
data. With this in mind, other researchers focused on the more long-term aspect of this relationship?’.
Takeda & Wakao (2013) focused on the Japanese market with a sample of 189 stocks included in the
Nikkei 225. They chose a study period going from 2008 to 2011. Their results were once again aligned
with Da et al.'s (2011) findings, but in their case the relationship was weaker. In the long run, they found

171t is important to note that Google Trend only allows monthly data to be downloaded for requests beyond five
years; most work uses weekly data.
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a negative correlation between GSVI and stock returns. They explained that this long-term negative
relationship may have been the result of their choice of study period, as it included major economic
crisis. Bijl et al. (2016)’s research was also concerned with the search volume relationship with abnormal
return. To do so they used a study period from 2008 to 2013, using weekly data. They used Abnormal
returns, or the difference between stock returns and expected returns. Using abnormal returns allow to
account for other factors whose impacts on stock returns have already been established'®. The use of
abnormal returns is replicated by most other studies involving stock returns. In this case they used the
CAPM formula to calculate the expected returns, meaning that they only assessed the market beta'®.
However, their results regarding the first weeks of returns did not corroborate those from Da et al. (2011),
as they found a negative relationship between their GSVIs’ data and excess returns. They explained that
this might have been due to the fact that their sample was from a later period in time and by then, the
markets were probably quicker to incorporate that information. The relationship they established for the
long run was positive but changed over time. Finally, they proposed a portfolio management strategy
involving GSVIs’ data, to which we will come back to in one of the following paragraphs. Lai et al.
(2022) focused on stocks included in the OTC? markets. They used excess returns, which is the
difference between stock returns and the risk-free rate. They decided to include Fama-French’s five
factor in their models alongside GSVI. They found that an increase in GSVI was followed by a negative
shock in excess return. This shock was also more important for stocks to which Google’s user paid less
attention to on a regular basis.

If we look at other recent studies that explored the relationship between stock returns and Google
search volume, we understand that researchers have been focusing on similar metrics and methodology
but in other financial markets. For example, Ekinci & Bulut (2021) focused on BIST 100 (the Istanbul
exchange). By using the search volume of the companies’ ticker, they found that an increase in search
volume was associated with higher stock returns in the current period. But they were not able to draw
any clear conclusions about future returns. Akarsu & Siier (2022) is another example of recent research
is. In this research, they focused on the impact of changes in search volume of companies’ names on
individual stock returns from 31 countries. They found that the relationship pattern was not consistent
across countries making it difficult to draw conclusions for the world as a whole. But they did find that
the predictive power of Search volume was more consistent in individualistic countries, countries with
high volatility avoidance and developed countries. Results were associated with overreactions due to
overconfidence and emotional reactions. Overall, we find mixed result for the relationship between
GSVTI’s data and stock returns. This was to be expected as an increase in search volume can be due both
to positive and negative reasons.

However, there is an idea that a sudden increase in search volume is met by an increase in stock
returns in the first weeks. Finally, something that was mentioned originally by Da et al. (2011) and Bank
et al. (2011) was that this increase in stock returns during the first weeks following an increase in search
volume was then followed by a reversal in the stock price in the course of the year. This sudden increase
and long run reversal stand on the idea that the investors are net-buyers of the stocks that they are paying
attention, which results in temporary positive price pressure.

18 Of course, the factors accounted for depend on the model used to calculate the expected return.

1% The CAPM formula only assess the systematic risk related to a stock. In other words, the market’s beta describes
how this stock moves when the entire the market move.

20 OTC or over-the-counter meaning that the stocks in question are not traded on a centralized exchange such as
the NYSE or the NASDAQ.
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The relationship with trading volume was investigated by Joseph et al. (2011) with a focus on the
US market, Takeda & Wakao (2013), which we already introduced, focused on the Japanese market; and
Aouadi et al. (2013) investigated the French market. The results of all three studies align as each research
group found that GSVI’s data can be used to predict future trading volume. For the US markets, Joseph
et al. (2011) stated that online search volume served as a valid proxy for investor attention. They
concluded that the search volume intensity in previous period can be used to forecast future trading
volume and short-term abnormal returns. It is also important to note that they used weekly data. For the
Japanese market, Takeda & Wakao (2013) also found a strong positive relationship between the two
variables of interest. For the French market, Aouadi et al. (2013) concluded that Google Trend’s data
was a strong indicator for a market’s liquidity and trading volume. Their research, which was a general
overview of stock market activity led to the expected? conclusion that a similar case could be made
about the relationship between GSVI and stock volatility. What we understand is that instead of being a
direct focus of their research, the relationship with trading volume was included while researching other
variables. This undirect study of the relationship between trading volume and Google search volume is
something we find in the more recent studies, in most occasion with supporting results, such as Lai et
al. (2022) which we also already mentioned earlier.

We find the same consensus in the literature involving volatility. Vlastakis & Markellos (2012)
investigated the differences between information demand and stock market volatility. Using the data
from the 30 largest stocks traded on NYSE and NASDAQ, the researchers found that investor attention
demand, which they represented with GSVI’s data, was positively correlated with measures of volatility
and trading volume. They also added that this demand for information greatly increased during periods
of high return. Kim et al. (2019) who replicated a similar methodology but applied it to the Norwegian
market investigated the general relationship between Google search volume and stock market activity.
Their research did not find evidence of an existing relationship with stock returns but made similar
claims as many of the previously mentioned studies by concluding that higher search volume predicted
an increased future level of volatility and trading volume. Hamid & Heiden (2015) attempted to forecast
volatility using Google Trends’ data as a proxy for investor attention. They found that volatility was
positively correlated with investor attention and added that in periods of high volatility, the precision of
their model was significantly increased.

More recently, researchers have focused on the analysis of specific events or time periods. One
example is Deb (2021) who focused on the impact of COVID-19 on different companies in the airline
industry by using different GARCH models that included Twitter and Google search volume data. The
researchers split their search volume data into three categories. A general category that contained the
different companies’ names and other search queries, such as ‘Government’, ‘stock price’ or even
personalities such as ‘Donald Trump’. A travel category that focused on travel-related search queries,
for example “flight status’, ‘flight cancellations’ and ‘flight booking reservations’. And a third category
called “COVID” containing COVID related search queries such as ‘pandemics’, ‘Coronavirus’,
‘shutdown’, etc. They concluded that the use of the information contained in these different categories
of search volume and the sentiment of tweets improved the different models when predicting the
volatility of companies in the airline industry during the COVID period. This was explained by the fact
that these variables were efficient predictors of concerns expressed on the internet, concerns whose
impact was then reflected on the stock market. Another example is Papadamou et al. (2023) another
group of researchers who studied implied volatility during the COVID-19 pandemic with a focus on 13

21 Expected because of their other results.
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countries. The researchers used the search volume for coronavirus and other search queries derived from
the pandemics, data that they collected individually for each geographical region. By modelling the
changes in the implied volatility index (VIX) of each country, using the changes in search volume and
the changes in stock returns at different time lags. They concluded that the increase in uncertainty due
to COVID-19 that was reflected in the increase of search volume for COVID-related search queries,
contributed to an increased level of implied volatility.

From the previous paragraphs, we understand that higher search volume on Google should be
perceived as a risk factor for stock returns as it is associated with more volatility. Following the previous
results from the different research surrounding GSVI’s data, we could think that a portfolio constituted
of stocks with a high variations in their related Google search volume’s data would have poor risk-
adjusted returns. With that in mind, researchers have published papers involving GSVI’s data in their
portfolio management strategy.

Kristoufek (2013) contributed to the portfolio management literature by involving Google search
data in their stock diversification methods. The strategy they tested was to discriminate against stocks
with high value of search volume, thus, attributing them a lower weight in their portfolio. On the other
hand, the least popular stocks in terms of GSVI were attributed a higher weight in the portfolio. The
portfolio, they created only contained stocks from the Dow Jones. They reassessed, the stocks’ weight
weekly, and these weights were calculated using a power-law parameter.? It is important to mention that
for the search volume they used companies’ tickers but they also attempted to use a combination of the
companies’ tickers plus the mention “stock” to compare the results of both methods. They assessed the
performance of these two portfolios by comparing their returns with a portfolio holding an equal weight
for each stock during the entire trading period and a benchmark portfolio of the Dow Jones index. The
portfolios whose stocks’ weights were reassessed weekly based on their search volume dominated both
benchmark portfolios in terms of Sharpe ratio and returns. Interestingly, the portfolio that used the
combination of the companies’ ticker plus the mention “stock” had better performances. It is important
to mention that they did not include transaction costs, even though they used very active trading
strategies.

Another example of portfolio management strategy using Google Trends’ data was Bijl et al.
(2016), who compared the performances of two portfolios holding positions in the stocks that they had
initially used for their research on stock returns. For one portfolio each stock was attributed an equal
weight during the whole period and the other portfolio was built around a trading strategy excluding
(something they called factor O which represents the weight attributed) all stocks in the top 25% highest
in terms of GSVI, a factor of 2 for the stocks with the lowest 25% in terms of GSVs and a factor of 1
for the ones in between. The difference in weights is what they called factor 0, 1 and 2, which represents
the weight of each stock in that factor. We understand that companies with a factor of 2 are attributed
the largest weights in the portfolios’ composition. Finally, they reassessed these weights on a weekly
basis. They found that over a five-year period, the portfolio including the strategy outperformed the
equally weighted one by 2% in returns and a 2-basis point difference in the Sharpe ratio (risk adjusted
returns). Unfortunately, these results did not hold when a 0.02% brokerage commission and 0.08% bid-
ask spread was included.

22 |n their research, the weight of a stock i in week t was equal to the volume of searches for a stock i in week t
divided by the sum of the volumes of searches for all stocks in the portfolio.
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The final part of this literature review addresses the question of what search query should be used.
We understand that for financial purposes, there are only three possible answers. The stock ticker, the
ticker plus the mention of the word ‘stock’? or simply the company name. Using the stock ticker is what
was used in most early studies. It was the query that Da et al. (2011) chose in what is considered one of
the founding paper of this literature. The researchers explained that the use of the ticker was less
ambiguous as people might search a company name for reasons unrelated to finance. They also added
that some companies’ names may have other meanings such as Apple or Amazon. However, it is
important to note that this is not the case in the current version of Google Trends, as you can specify
that what you are only looking for the company specifically in your search query, as shown in Figure
2.1. However, when you are looking for a more precise search query, this clarification is not possible.
This means that the base search for KO (Coca-Cola), CAT (Caterpillar), or HD (Home Depot) could
involve searches with no relation to finance. Da et al. (2011) had already mentioned this problem and
flagged the stocks with potential noisy results. They checked whether their results matched those with
their exclusion. The first test of the use of the company name as the search query was one of Bank et
al.'s (2011) contributions to the literature. They found that the search volume of a company name was
also a proxy for investor attention. Overall, we find the companies’ names and companies’ ticker to be
two viable options as both were used in a wide variety of research with concluding results. There is more
research that uses the Ticker option, but the performance of the method was never the justification. The
final option, the ticker plus the stock mention, was used by Kristoufek (2013) and they even obtained
better results with it than they did with the ticker. Unfortunately, we do not find any other mention of
this method in the literature. A comparison of the three methods will be part of this research. In Table
2.1 where we synthesize the results presented in this literature review, we indicate the search query that
was used in every research.

The gap identified by the literature review is the comparative aspect of the search queries:
companies’ name, companies’ ticker and the last one, which is less represented in the literature, the
companies’ ticker and the mention stock. It is also apparent that none of the previous research included
monthly values of the search volume. The use of monthly values is not intuitive, especially when
investigating volatility, but in the case of Google search volume it allows to cover the entirety of the
data available on the website Google Trends. The implications of this choice will be discussed later on.
It also appears that a comparison between the choice of the geographical region of interest has never
been published.

Apple inc

Apple ‘ ‘ ‘
List of Apple Inc. media events 5
Apple logo ‘ ‘ ‘
iPad Pro -

23 Example: « KO stock »



Figure 2.1 : Screenshot of the search query specification possibilities for
the company Apple: data from https://trends.google.com/trends/.

14



15

Synthesis of the literature review.
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Chapter 3: Data

This part of the thesis will cover the two different types of data included to investigate the relationship
between stock market activity and the search volume on Google. To do so, we divide this chapter into
different sections: data description, data manipulation and data visualisation. Our period of interest starts
at the very beginning of GSVI’s availability, which is January 2004 and ends in august 2023. It is
important to note that when the period of interest exceeds five years, Google Trends’ data is only
available on a monthly basis. In order to get weekly data, we would either have to select a shorter time
period or find an existing dataset.

Data Description:
Financial market data:

For the financial market aspect of our research, we will use stock from Dow Jones 30 index. However,
we opted not to include Salesforce, Visa and Dow, due to their financial data not being available for the
entirety of the study period?*. Another reason for this exclusion is that the attention that companies get
during their initial public offering is a special part of GSVI’s literature. Da et al. (2011) first mentioned
this case as they noted that the IPO’s first-day of returns and long-run underperformance were a natural
venue for attention theory testing. Due to our samples being relatively small in terms of number of
companies, we did not want Visa’s and Dow’s IPOs to skew the results. The names of the 28 companies
and tickers that did make it to the final sample will be available in Appendix A.

We used Yahoo Finance’s API in Python to collect the historical monthly values of adjusted
closing prices and trading volumes for every companies. Adjusted closing price accounts for the
different corporate actions such as stock splits, dividends, and more. This feature provides a more
comprehensive view of a stock’s performance, making it the preferred choice of researchers to examine
historical returns. Monthly trading volume is simply the number of times the security is traded over one
month. We retrieve our volatility data on a Bloomberg terminal. As the two other metrics are monthly
values, we decided to use the 30-day historical volatility. 30 day-historical volatility is a measure of risk
expressed in percentage. It is equal to the annualised standard deviation of the price change for the 30
most recent trading days closing price, calculated from the historical logarithmic returns®® (Bloomberg,
2018). Finally, we used Dartmouth University’s data library?® to retrieve the historical values for the
Fama-French three factor model’s betas, as we will use this model to determine the expected returns
later on. We retrieve the monthly historical risk-free rate on the same website. We used the three-factor

24 Visa’s IPO took place on March 18, 2008 (Le Monde, 2008), Salesforce’s in June 2004 and Dow Inc. split from
DowDuPont in March 2019 (CNBC, 2019).

%5 There are multiple ways of calculating the returns, logarithmic returns are simply the log of the division
between the stock price at t 1 and price at t0.

% The database is available on the following website:

https://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data library.html.
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model because the data is updated more often than the five-factor model. The availability of the data is
the reason our study period stops in August 2023.

Google Trends Data :

Google Trends’ data is obviously the main point of interest of this thesis. The data is available on
Google’s website: https://trends.google.com/trends/. Because of its central importance, we will describe
in detail the way its normalisation system works.

Google Trends allows its users to investigate the popularity of a search query in terms of search
volume on any of their search engine. The website offers the possibility to specify both the region and
the time period of interest. Geographically, there are four different levels: the whole world, a specific
country, regions, and cities. In the case of Belgium, Google Trends provides the option to compare the
regions of Wallonia, Brussels, and Flanders and on a city level, Google Trends selects the top 50 cities
in the country of interest with the highest value. The data is downloadable at every level of geographical
interest. In terms of time-period, Google Trends differentiates between real-time data and historical data.
The real-time data is a sample covering the last seven days of research. And Historical data covers every
research from January 2004 to 72 hours prior to the search (Google, 2023). For real-time data, the
shortest period of interest available only accounts for the last hour of searches. Important to note that
the data is only available monthly for samples beyond five years.

Choi & Varian (2012) first described how Google Trends operates. What we understand is that
the data is not available as absolute value of how many times a specific query is researched during the
chosen timeline in the specific geographic location but rather in the form of a search ratio. The search
ratio is equal to the total numbers of searches for the search term in question divided by the total numbers
of searches during the time period for the geographic location. Then all the results for those search ratios
are normalised so that the highest search interest during that period is equal to 100 and the smallest to
0. Besides 100, each value can appear more than once in a sample. It is also important to mention that
the queries are “broad matched” meaning that the searches for “reconditioned iPhone” are counted in
the calculation for “iPhone”. Another important mention is that Google Trends allows for comparison
between multiple search terms. When you compare “iPhone” and “Samsung”, the search ratio are
normalized on the same basis for both terms. This also means that there is only one maximum or one
“100” for both search query. For that reason, all values used in this thesis where the results for the search
queries alone. Google Trends also allows for the specification of which of Google’s search engines we
are interested in: Web search, Google Image, Google News, Google Shopping, or YouTube.

The search queries can be combined with different punctuation. Let us take the example of the
search query “AAPL stock”. Without any punctuation, the sample will include any search with AAPL
stock in any order, with no misspelling, no variation and no plural version included (AAPL Stocks would
not be counted). If the sequence is put in quotation marks, only searches in that specific order will be
included. The addition of a “+” sign in between the two words will include searches that include the
word “AAPL” or “stock”. The inclusion of the “-” sign in between will exclude the word “stock” from
the broad matched sample. Finally, Google Trends allows for a specification of categories,
subcategories, sub-subcategories and sometimes even beyond?’. In total, there are 25 broad categories
and more than 1400 subcategories.

27 For example, « Accounting & financial software » is a subcategory of “Accounting and Auditing” which
is a subcategory of “Finance”.


https://trends.google.com/trends/
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As previously mentioned, we collected three different GSVI’s data series for each of our 28
companies: one with the name of the company (with the specification that we are looking for queries
surrounding the company), the ticker of the stock associated with the company, and the ticker
accompanied with the mention stock without any punctuation. There does not exist an official Google
API to collect the data automatically, instead some are developed by third-party. We decided against
using any of them as we could not have ensured the accuracy of the data collected. The Dow Jones index
being composed of the 30 largest companies on the New York stock exchange it is likely traded by
investors all around the globe. For that reason, our data includes every searches without any geographic
specification.

Data Manipulation:

In this section, we will describe the methods used to go from the raw data, whose collection process was
just described, to the final variables used in the analysis. Once again, we differentiate the financial
markets data from the GSVIs. Another important mention is that our process is inspired by (Kim et al.,
2019)’s methodology. The only difference is that we collected volatility data directly from Bloomberg,
instead of calculating it from price derivation in our various stocks.

Financial market data:
Stock returns:

The returns are the data type for which we included the largest amount of most manipulation steps. We
started with the monthly adjusted closing prices, which we transformed into the monthly excess return.
Then we transformed the excess return into abnormal returns. It is important to note that as all of our
Fama-French factors are expressed in percentages, we have to do the same for our returns. We used the
common financial formula for excess returns:

Equation 3.1:

Py Pie
ExcR, = ((ltp—ltl> * 100) — 1,
m,0

With P; ; being the price of the stock of company i at time t.

For the sake of our study, we needed to transform those excess returns into a variable that we
called abnormal returns. These abnormal returns would be the difference between the excess returns and
the returns that the Fama-French three factor model predicted. This model was described in Fama &
French, (1993). It identifies risk factors in stock returns, such as market risk (Mkt-ry), size factor (SMB)
and value factor (HML), it is an expansion of the CAPM that only considered market risk. The market
risk captures the systematic risk that is inherent in the market as a whole; in our case, it is based on the
firms listed on the New York stock exchange, NASDAQ and AMEX. The size factor considers the fact
that companies with a smaller capitalization tend to outperform large-cap stocks. And the value factor
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represents the fact that value stocks tend to outperform growth stocks?®. The model enunciates as
follows.

Equation 3.2:
ER: = Bmke—rp), * (Mkt - Tf)t + Bsmp, * (SMB)¢ + Bymyi, * (HML), +€;

Where the different Beta Byie—rf, Bsmp and By, represent the different pricing factors. To estimate

the values of the betas /8 in Equation 3.3, we used the first five years of data in a regression model. The
Abnormal Return (AR) equation, which will be our variable of interest to investigate stock market
activity, finally reads as follows.

Equation 3.3:

AR; = ExcRy; — (Buke—rs * (Mkt — Tf)t + Bsup * (SMB), + Bypy, * (HML),)

Trading Volume:

We transformed our initial trading volume values into abnormal trading values, following Bijl et al.'s
(2016) methodology?®. We calculated the abnormal trading volumes by subtracting the mean of the past
12 trading volumes and dividing this subtraction by the standard deviation of trading volume during that
12-months period. Important to mention that we downloaded the trading volume for all companies in
2003 to apply the same methodology to all data points. The calculation for the ATVs value is shown in

Equation 3.4.
Equation 3.4.
TV, — L 312, TV,_,
t — 1y &i=1 1t Ve-i
ATV, =
Oryt

Volatility:

The volatility required the least amount of manipulation, as the data were already moving averages of
the stock price fluctuations; it did not require any normalisation. But it is important to mention that the
data we retrieved contained daily values. To only have one value per month, we had to make a choice

28 Growth stocks are typically associated with companies that have the potential to outperform the market due
to their potential. Value stocks are typically associated with companies that are undervalued (Goldam Sachs Asset
Management, 2023).

2% We previously mentioned that we would be following (Kim et al., 2019)’s methodology but they initially
referenced (Bijl et al., 2016)’s methodology for the trading volume’s data manipulation.
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between taking the volatility’s mean value during each month or taking the last value of the month. In
the end, we opted for the second option.

Google Trends data:

We used the same logic for our different GSVI’s data as we did for the trading volumes with one
difference being that we divide the difference between the Google Trends data with the mean of the past
12 weeks and the standard deviation of the whole population for each company. We call this variable
ASVI followed by the specification of the Google Trends’ search query®. This standardisation of our
google trends value allows our values to be more comparable, but its construction also takes seasonality
into account. The figures 3.1 and 3.2 showcase the difference between the values before and after the
standardization. The following equation shows the calculation of our different ASVIs data. There is,
however, an exception for the first eleven months of data; indeed, the mean value cannot be calculated
based upon the 12 data points that preceded them, as there was no data available prior to January 2004.
Instead of simply not including these datapoints, the average was calculated using the 12 first data points
available (meaning from January 2004 to December 2004). Equation 3.5 presents GSV’s standardisation
for company 1 at time t.

Equation 3.5:

1
GSVii — 75 Li21 GSVy
ASVIt,i =

Ogsv;

30 ASV_FULL for the Google Trends series with the company name, ASV_TICKER for the one with the ticker of the
company, and ASV_TICK_STO for the one with the ticker and the mention stock.
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Figure 3.1 : Google trends base value for Apple, Boeing and Coca-Cola over time.
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Data Visualisation:

After the different data manipulation steps, we are left with the variables presented in Table 3.1. It is
important to understand that in most methods we are going to explain in the next chapter, there will be
mention of the same variables at different times (t, t-1), but of course each variable will only be
mentioned once in this table.

Table 3.1 : Final sample of variables included in the analysis

Variable name Description Data
source

Date Year and month of the observation /

Company Name of the company. /

Abnormal Return  Abnormal return or difference between excess return and expected return.

Abnormal Volume Abnormal Volume, calculated from the difference in trading volume with the Yahoo
mean of the last 12 values. This divided by the standard deviation of the last 12 Finance!
monthly trading volumes.

Volatility Last value of the month of Bloomberg's daily volatility 30 days. Bloomberg

ASV_FULL Abnormal search volume for the full company name, calculated from the Google
difference in search volume with the last 12 values divided by the standard Trends
deviation of the whole population for each company

ASV_TICKER Abnormal search volume for the company ticker, calculated from the difference Google
in search volume with the last 12 values divided by the standard deviation of the ~Trends
whole population for each company.

ASV_TICK _STO Abnormal search volume for the company ticker and the mention stock, Google
calculated from the difference in search volume with the last 12 values divided Trends
by the standard deviation of the whole population for each company.

We start the visualisation of our data with some basic descriptive statistics, which you can find in
Table 3.2. Overall, we see that all of our variables are more or less centred around zero, leaving us with
easily comparable variables, something that was obviously the idea behind the chosen standardisation
process. Abnormal returns appear to have the most spread-out population with a standard deviation of
5.7715, while all the other populations have a standard deviation varying between 0.143 to 1.06. This
can be explained by the fact, that along with volatility the variable did not go through the same process
of standardisation. Another interesting fact is that the mean of the abnormal return population is far from
its median; this is often the case in the presence of outliers or with a skewed population. Table 3.3 rules
out the high skewness’s hypothesis as the abnormal returns appear to have the least skewed population
out of our six variables, thus, pointing towards the possible presence of outliers. Something that is
confirmed by the values of the maximum and minimum which are respectively 12.68 (for the maximum)
and 6.54 (for the minimum) standard deviations away from the mean®.. It is also interesting to make a

31 Using Excel’s data analysis tools for ranks and percentiles, we were able to confirm that the 76.51 value was
even far from the 99.9% percentile of data, which was between 35.04 and 28.34. Same thing for the minimum,
as the 0.1% percentile was between -22.49 and -20.20.



24

comparison between our three abnormal search value variables. All three distributions have excessively
high kurtosis, something that indicates a very low flatness. These high kurtoses are accompanied by low
standard deviations which signifies that the populations’ values are heavily centred around the mean
value. A final note concerns the maximum values of the three populations; in each cases we see that
these are multiple standard deviations away from the median. This suggests that in every population we
have sudden peaks that follow a sequence of low search interest. They also explain the different strong
positive values of skewness. Although they stand as outliers, these cases are representative of something
happening to the company during that month that most likely did have an impact on financial market
activity. To provide a more visual representation of those statistics, we included the histograms of the
different populations available in Figure 3.3 to 3.8. As it was expected from the skewness and kurtosis,
the populations of our ASVIs are heavy tailed which means that they are heavily centred around the
mean. The vast majority of the Volatility population is situated between 0 and 0.25. The population of
the abnormal volume mostly range from -2 to 2. The population of the abnormal returns fits the one of
a normal distribution better, but we also note the strong presence of outliers. This presence of outliers is
common to all distributions presented.

Table 3.2: Descriptive statistics of the variables included in the research.

N Mean St. Dev. Min 25%  Median 75% Max

Abnormal 6580 0.1264 57715 -3447 -0.056 3.2868 3.2868 76.505
Return
Abnormal 6580 -0.0529 1.067 -2.712 -0.835 -0.254 0.573 3.305
Volume
Volatility 6580 0.239 0.143 0.057 0.157 0.204 0.276  1.807
ASVI Full 6580 -0.031 0.443 -3.096 -0.202 -0.048 0.089 8.519

ASVI Ticker 6580 0.199 0.532 -2.464 -0.186 -0.067 0.164 6.199
ASVI Tick Sto 6580 0.03987 0476 -1929 -0.118 0.00 0.144 7.950

Table 3.3: Skewness and kurtosis of the variables.

Skewness Kurtosis
Abnormal Return 0.56798385 6.821882894
Abnormal Volume 0.742070869 0.195949562
Volatility 3.358687155 17.7606151
ASVI Full 3.781918355 52.8176415
ASVI Ticker 1.945603349 15.43459691
ASVI Tick_Sto 3.249519954 29.63051531

Figure 3.3 to 3.8 : Histograms of the variables’ population included in the thesis.
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Histogram of the population of the Abnormal search volume for the companies' names
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The final part of the visualisation of our data is a correlation matrix, available in table 3.4. Overall,
we observe low correlations across our different variables. Following a financial logic, we would expect
abnormal volume and volatility to have a high correlation, but that is not really the case as we only have
a 0.282 correlation between the two variables. This remains the second highest correlation we recorded.
We also expected higher correlations between the different abnormal search volume values, as in their
own way they should express similar ideas, but apart from the correlation between the abnormal search
volume for companies’ ticker and the one for the companies’ ticker plus the mention stock, which is
0.38, this is not the case. Overall, we understand that abnormal search volume using the ticker plus the
mentioned stock appears to be the variable with the highest correlation coefficient with the other
variables on average, which was expected as the search ratio are broad matched.

Table 3.4: Correlation Matrix using the variables at ty.

Abnormal  Abnormal Volatility ASVI Full ASVI Ticker ASVI Tick Sto

Return Volume
Abnormal Return 1 -0.022 0.004 0.036 0.003 -0.055
Abnormal Volume -0.022 1 0.282 -0.026 0.063 0.089
Volatility 0.004 0.282 1 -0.020 0.040 0.153
ASVI FULL 0.036 -0.026 -0.020 1 0.149 0.162
ASVI_TICKER 0.003 0.063 0.040 0.149 1 0.383

ASVI_TICK_STO -0.055 0.089 0.153 0.162 0.383 1




28

Chapter 4: Methodology

Methods:

In this part of the thesis, we will go over the method used to investigate our variables of interest. As we
have mentioned on many occasions, our goal is to investigate whether search volume on Google can
predict and/or explain different stock market activity metrics. To do so, we are going to use panel data
regression for 28 companies over 234 months. We decided to follow Kim et al.'s (2019) methodology
for multiple reasons. It is easy to understand, as it replicates the same process for two metrics, it is easy
to apply and finally, the variables used in the different regressions are either contemporary to the
dependent variable or only lagged by one-time period (t;_;) which suits our datasets as we use monthly
data. For values lagged by more than one period, it would be safe to assume that they would hold very
little explanatory or predictive value due to their large difference in time. In most studies, we see the
inclusion of up to five-time lags, which represents five weeks of data in their case but would represent
20 weeks in our case. What you will understand is that for our predictive models, we only use past
abnormal search volume and past control variables to predict future values. However, in our explanatory
models, we directly incorporate the three current abnormal search volumes. You will also notice that the
control variables for each model follow the same logic. For the explanatory models, we use a one-time
lagged version of the variable we are trying to explain, and we include the two other variables we are
investigating. For the predictive models, we use one-time lagged values of each variables to predict the
future value of the variable of interest. The methodology used to investigate the volatility will be
different.

In the explanatory model for the stock returns, we regress the abnormal returns against each of
our three abnormal search volume variables and the set of control variables. This allows us to separate
the influence of the abnormal search volume from that of the control variables. The equation 4.1 is what
this leads to: in this equation, ARy ; represents the abnormal return of company i in time t, the four betas
are the coefficients obtained from an ordinary least squares estimation of the different regression models,
and AR;_, ;, AVolume,;, and Volatility,; are the three control variables, with only AR;_, ;, being
time-lagged. Finally, the X in ASV_X accounts for the three search queries used for the abnormal search
volume.

Equation 4.1.

ARy = a; + 1 * ASV_ Xy + B x AR ; + P35 * AVolume,; + B4 * Volatility, ; +€;;

The methodology for the explanatory models of abnormal Volume follows the same idea.. Once
again, we attempt to explain either abnormal volume or volatility at time t for company i by regressing
it against the current abnormal search volume and a set of control variables. These control variables
include the different stock market activity metrics we are investigating and the lagged value of the
variable we are attempting to explain.

Equation 4.2.

AVolume,; = a; + 1 * ASV X, ; + B, * AVolume,_, ; + B3 * ARy ; + B4 * Volatility, ; +€;;
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Every predictive model once again follows a similar logic, but as mentioned above, every value
used has a lag of one period. This is done to predict future values only based on past information. What
each of the following equations will show is that we regress the variable of interest (abnormal return
and abnormal volume) at time t for company i using its one-time lagged value, the one-time lagged value
of one of the three abnormal search volume, and the lagged value of the control variables. For example,
in the case of abnormal volume, the control variable are abnormal returns and volatility. Leading us to
equation 4.3 and 4.4 :

Equation 4.3.

ARy = a; + 1 * ASV X1 i+ o * AR _1; + B3 x AVolume,_, ; + B, * Volatility,_, ; +€;;

Equation 4.4.

AVolume,; = a; + 1 * ASV_X;_q; + o * AVolume,_q; + B3 * AR ; + P4 * Volatility, ,; +€;

Understanding that the approach chosen to explain stock returns does not account for the risk
factors described in the different models used to predict stock returns such as CAPM, Fama-French etc.
We decided to also include an analysis of the excess returns instead of the abnormal returns. In these
models, we attempt to predict the dependent variable using a Fama-French three factor model. During
this analysis, both contemporary and one-time lagged values of our ASVs will be included. But it is
important to understand that the Fama-French Factor will always be contemporary values. This leads to
the equation 4.5:

Equation 4.5.

ExcRy = a; + Bukt—rf * (Mkt - Tf)t + Bsmp * (SMB)¢ + Bymr * (HML)¢ + Basy * ASVx,_,
+Et,i

Finally, to explore the link between abnormal search volume and volatility, we decided to use an
existing volatility forecasting model called the GARCH (1.1), or generalised autoregressive conditional
heteroscedasticity, and the (1.1) encapsulates the idea that there are other versions of the model.
Volatility modelling might be difficult to comprehend; for that reason, this section will also provide a
description of the idea behind the model. The tenth chapter of John C. Hull’s book Risk Management
and Financial Institutions (2018) is the main source of information for this part.
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Volatility is defined as the standard deviation of returns during a specific period of time; this can
be calculated simply using historical data. Typically, professionals use a one-year period of daily returns
on business days to calculate it. When we monitor this daily volatility, the most basic model would be
an application of the standard deviation formula to the daily returns with different adjustments :

Equation 4.6.

In this equation u?,,_; are the daily squared returns. It is important to mention that whether these
are calculated as a daily percentage of changes in price or as logarithmic returns does not make a
difference. The mean value of the returns which would normally find in the calculation of the standard
deviation is set at 0. And finally, we replace ﬁ by % for the data to represent a maximum likelihood
estimate instead of an unbiased estimate. In this basic model, the same weight is assigned to each return
accounted for. A common approach would be to change this by giving more weight to the more recent
data. This would lead to an equation where the sum of all alphas is equal to 1 and we would have to
choose the alphas so that fori>j o; > o;.

Equation 4.7.

Another development of this equation involves the assumption that there exists a long-run average
variance, which should be understood as a constant or a reference point from which the current volatility
level will not deviate significantly. This deviation is being assessed by the second part of the equation
which we explored in equation 4.7. By also giving this long run variance a weight that is fixed with this
we arrive to what is known as the ARCH model described in equation 4.8, a model that was first
proposed by Engle (1982). Where the sum of all alphas and gamma is equal to one and the long-run
variance is called Vi. It is also important to note that the first part involving gamma and the long-run
variance is a constant and is typically replaced by omega (w).

Equation 4.8.

m
op =y *V, + E ulpog * @
i=1

With this equation, we finally have all the elements of the GARCH (1.1) model, which was
proposed by Bollerslev (1986). The GARCH model involves previous returns and long-run volatility,
but it also involves the estimation of volatility on the day before, which is the reason for the
‘autoregressive’ in its name. In a similar way, we give a weight gamma to the long-run variance, a
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weight alpha to the previous squared returns, and a weight beta to the volatility calculated on the day
before. The sum of gamma, alpha, and beta is still equal to one, and the constant formed by gamma and
the long-run variance are replaced by omega, which leads to equation 4.9.

Equation 4.9.

of=w+ut,_ xa+oi xp

Equation 4.10. .

When we estimate the different parameters, we select the parameters (gamma, alpha, omega and
beta) that maximise the logarithmic likelihood function expressed as written in equation 4.10. Our goal
is to implement our abnormal search volume variables in the GARCH (1.1) and check if the parameters
are significant, which finally leads to the equation 4.11. Where w is the long-run variance € %_; is the
squared residuals of the mean models, o2 j the previously estimated variances, and ASV_X), are our

different abnormal search volume variables. 8}, is our variable of interest in those models and an external
regressor of the GARCH model. It is important to note that unlike the residual from the mean models
and the previous volatility estimated, the external regressor are not initially lagged. The results we will
present in the following section will be a summary of all 8, as estimated by maximizing the log-
likelihood function available in equation 4.10. This will be done for each company and all abnormal
search volume variables. This means that we will not have one coefficient that describe the relation of
the variable of interest in our dataset as it is case for the explanatory and predictive models investigating
the abnormal returns and volume; it is also important to mention that unlike for the other models, we
will only include the past values of abnormal search volume, there will not be a distinction made between
contemporary and past values.

A final note concerns the mean model of the returns to estimate the squared residuals. We decided
to choose the default parameter of the package, which is an ARFIMA model. An ARFIMA or
Autoregressive Fractionally Integrated Moving Average is a model used to forecast future values based
on historical data. It is an extension of the more common ARIMA model with the exception that by
assuming the non-stationarity of the mean and variance parameters. It captures both the short-term and
long-term effects and it accommodates to the persistence of its parameters over time meaning that it
captures long-term trends and short-term seasonality. This ability to handle both short and long-term
dependencies makes it a better fit for volatility models. The squared residuals that it calculates are the
squared difference between the mean values predicted and the mean values observed (Ghalanos, 2023).

Equation 4.11.

ol =w+ Z?zl a; €%, + Z?zlatz_j * B+ Xk=1 ASV_X) * 6y
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Hypotheses:

This section will cover our different hypotheses concerning the expected outcome of the previous
equation. These hypotheses are based on the findings covered in the literature review and refined using
educated guesses considering the three specifications our research methodology, as listed hereunder, in
comparison to what can typically be found in the relevant literature.

One, Google search volume has been described as a proxy for investors’ attention demand. Based
on this fact, other studies have followed based on the previous findings surrounding market activity and
investor attention. But very early in the research, (Da et al., 2011) specified that the investor attention
captured by GSVIs was that of retail investors. The index we decided to investigate is the Dow Jones.
Any investor has the opportunity to trade stocks of companies in this index, this includes retail investors.
Although retail investors are investing more than ever, it was reported in February 2023 that they had
invested around 1.5$ billions of dollars every day in the US stock market (Yahoo Finance, 2023). Despite
this increase, retail investors are still only responsible for 10% of the daily trading volume on the Russel
3000, which is the largest U.S. stock index (Adinarayan, 2021). With the Dow Jones being formed by
the 30 largest capitalizations, we could think that its relationship with the ASVI would be lowered. But
as mentioned earlier, researchers made conclusions that aligned with the rest of the literature even when
focusing on the Dow Jones Vlastakis & Markellos (2012), Kristoufek (2013), Hamid & Heiden (2015),
and Bijl et al. (2016) are such examples. This means that even when markets are institutions’ heavy
previous conclusions still hold. Another reason for the choice of the Dow Jones index is that the
popularity of its companies guarantees search volume values at any time which is not always the case
for less popular indexes. This should also indicate that, in theory, our choice of index should not impact
our findings.

Second, we decided to include three different search queries for our abnormal search volume: the
company full name, the ticker of the company’s stock, and the same ticker plus the mention stock. The
first two search queries are the most popular options, and, in both cases, the literature’s findings hold.
The ticker plus the mention stock is the least popular option, but for all three cases, researchers have
found equivalent results. Meaning that, in theory, the results associated with each search query should
align with those of the literature.

The third and final specification within our approach, arguably the most uncertain one, is the
choice of monthly over weekly data. Choosing monthly data allows us to investigate a longer period of
data, but this choice comes with a cost. Research has shown that an increase in search volume often
related leads to an increase in return in the weeks that follow. In the long run, abnormal search volume
was more often negatively correlated with stock returns. By using monthly data, the short-term effect
might be diluted, which means that we should find similar results but with weaker coefficients. However,
the long-term effect should not be impacted. Overall, monthly data should hold less information than
weekly data, this might lead our different models to be less impacted by smaller changes and our results
to be less significant due to this choice.

For abnormal trading volume and volatility, we anticipate positive relationships. The existing
literature indicates a clear relationship between these two metrics and Google search volume. We
understand that an increase in search volume for a company on Google corresponds to higher trading
volume and volatility for that company’s stock. Now, how will those relationships translate to our case?
We anticipate a clearer relationship while using contemporaneous values as it resembles most of the
typical methodology found in the literature. For the predictive models, which are using past information
to investigate the relationship between our values of interest, we still anticipate to find some positive
relationship. However, it is important to mention that this relationship might be less pronounced due to
the information being more diluted than when working with weekly values.
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The relationship between abnormal returns and Google search volume is quite difficult to predict.
Although we understand that higher search volumes, is a risk factor for returns, without a comprehension
of what constitutes those higher search volume it is difficult to predict the movement of the stock price.
This idea of understanding the reason for an increase in search volume was not necessary for the trading
volume and volatility. We did not have to understand how the market would react; we simply had to
know if it was going to react or not. Due to this lack of predictability, we are going to follow the
literature’s findings by anticipating a positive relationship between an increase in search volume on
Google and stock returns in the short run. This relationship would be demonstrated in our case by the
explanatory models. In contrast, we anticipate a decrease in abnormal returns over the long run as
represented by the predictive models.

This leads us to our four hypotheses:

1. We anticipate a positive relationship between higher search volume and short-term abnormal
returns in equation 4.1 while contemporary variables in equation 4.5 mirror this expectation.

2. We anticipate a negative relationship between higher search volume and long-term abnormal
returns in equation 4.3 while predictive variables in equation 4.5 mirror this expectation.

3. We anticipate a positive relationship between higher search volume on Google and trading
volume in equation 4.2 and 4.4.

4. We anticipate the results from equations 4.11 to align with the idea that search volume can
predict higher volatility.

5. We do not anticipate finding any significant differences in the results depending on the search
query used for the predictions or explanations.
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Chapter 5: Results

As mentioned earlier, we decided to work with panel data regression with two dimensions: companies
and dates. When working with panel data regression, the most important choice is to decide whether to
include fixed or random effects. Although this choice should be central to most quantitative research, it
is sometimes disregarded by researchers, the final choice ends up being made based on researchers’
assumptions.

Clark & Linzer (2015) published a research that covers the implications of this choice. We
understand that the difference between the two models lies in the way the model’s intercept is modelled.
For fixed effects, specific dummy variables are added to the regression to capture individual effects.
These indicators take a value of ‘1’ if the observation corresponds to an individual unit (e.g. companies
and dates). These variables account for individual heterogeneity, or the fact that entities within our
datasets have distinctive characteristics that persist over time. This is done by calculating a different
intercept for each unit. On the other hand, when working with random effects, the model assumes that
these unit-specific effects follow a particular probability distribution (most of the time, a normal
distribution). The average unit effects are calculated based on the characteristics of that probability
distribution, and the variance describes how much the individual unit effects differ from this average.

What we understand is that the drawback of fixed effects regressions is that although they produce
unit-specific betas (the regression estimate), they are subject to high unit-to-unit variances. On the other
hand, random effects will allow for bias in the estimation of the betas, but with no significant unit-to-
unit variances. The choice for a specific model is made using the Hausman test, which allows for the
detection of potential breaches in the assumption of a random effect model by estimating the difference
in the beta estimates made by the two models. The null hypothesis is that the difference between the two
models is not significant and, thus, that the random effects model should be preferred. A p-value lower
than 0.05 is taken as evidence that the difference in the two models is different enough to believe that
the random effects estimates are biassed and, thus, reject the null hypothesis that the two models are
similar. Table 5.1 covers the results of the Hausman test for our different models. We understand that for
each model for which the p-value was estimated, the fixed effect models should be preferred?.

32 As you will understand, the results of the regression that will be presented after will feature simple linear panel
regression with fixed effects for each individual variable included in the research. However, for these simple
regressions, a Hausman test was not conducted.
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Table 5.1: Results from Hausman test for all models presented in the methodology

section.

Model Hausman test estimates P-value
Explanatory AR-ASVI Full 32.99 (>0.001)
Explanatory AR-ASVI_Ticker 103.56 (>0.001)
Explanatory AR-ASVI Tick Sto 100.81 (>0.001)
Descriptive AR-ASVI_Full 60.25 (>0.001)
Descriptive AR-ASVI_Ticker 65.66 (>0.001)
Descriptive AR-ASVI_Tick Sto 62.78 (>0.001)
Explanatory AVol-ASVI Full 24.70 (>0.001)
Explanatory AVol-ASVI_Ticker 26.41 (>0.001)
Explanatory AVol-ASVI Tick stock 26.81 (>0.001)
Descriptive AVol-ASVI Full 95.89 (>0.001)
Descriptive AVol-ASVI_Ticker 74.71 (>0.001)
Descriptive AVol-ASVI Tick Sto 81.97 (>0.001)
Excess Returns-ASVI Full 24.90 (>0.001)
Excess Returns-ASVI Ticker 9.26 (0.04)
Excess Returns-ASV Tick Sto 8.87 (0.05)

Results from methodology:

We first start by exploring the explanatory power of the abnormal search volume for the abnormal
returns. By explanatory, we mean that the contemporary ASVIs can be used to “nowcast” current
abnormal returns and what was referred to as short-term effect in the hypothesis. The results are
presented in Table 5.2 The first six models presented are simple linear or univariate regressions of both
the control variables (4), (5) and (6) and the ASVIs (1), (2) and (3). Models (7) to (9) are the multivariate
regressions described in equation 4.1. The abnormal search volume appears to have a mixed
relationships with the current abnormal return: ASVI_Full and ASVI _Tick Sto both have a significant
relationship with the abnormal returns, respectively, at the 5 and 1% level of significance, but
interestingly, their regression coefficients are completely opposite.

What we understand is that as ASVI increases by one unit, the abnormal return increases by
0.4069, and on the other hand, as ASVI Tick Sto increases by one unit, the abnormal returns decreases
by 0.699. Regarding the control variables, only the abnormal volume has a significant relationship with
the dependent variable at the 10% significance level, which is often considered not sufficient enough to
draw conclusions. The multivariate model involving both the ASVIs and control variables shows results
that are going in the same direction as the univariate models. Once again, in their respective regressions,
ASVI Full and ASVI Tick Sto show significant relationships with the abnormal returns. On the other
hand, abnormal volume, which was the only control variable with a significant relationship with the
dependent variable, only retains this result in the model using the ASVI_Ticker. Next, when we look at
the R-squared of the different models, which expresses the percentage of variance in the dependent
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variable explained by the model, it is very low for each model. The highest value we recorded was for
the multivariate model including ASVI Tick Sto.

Table 5.2: Results for regression models with fixed effects investigating the AR, using an explanatory
approach. Columns (1) to (6) report single linear regression results investigating AR; as the dependent variable
and various independent variables. Columns (7) to (9) report the results from the explanatory models presented in
the methodology section. The sample period covers 234 months, from February 2004 to August 2023. The numbers
in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Explanatory Model
) 2) 3) “ ) (6) (7 (8) €
ASVI_Full, 0.4069 0.4057
(0.012) (0.012)
ASVI _Ticker; 0.0193 0.0276
(0.8843) (0.836)
ASVI_Tic_St, -0.669 -0.6668
(>0.001) (>0.001)
AR;_4 -0.006 -0.0055 -0.051 -0.072
(0.634) (0.653)  (0.680) (0.562)
Abn_Volume, -0.1131 -0.096  -0.010  -0.086
(0.090) (0.120)  (0.090) (0.2207)
Volatility, -0.3446  -0.0832 -0.0114 -0.0086
(0.507) (0.8785) (0.716) (0.227)
0.001 0.0009 0.0031 0.0000  0.0004 0.0000  0.0014  0.0002  0.0033

We continue this exploration of our results with the different predictive models included in Table
5.3. Once again, models (1) to (5) are univariate models, and (6) to (8) are multivariate models with
abnormal returns as their dependent variable®. As we previously mentioned the predictive models are
only composed of past values in order to predict present values of abnormal returns. In the univariate
regression using ASVI, it is important to note that only the relationships with ASVI Tick Sto remains
significant, it is also still at the 1% level. The relationship found despite going in the same direction
indicates a weaker strength than it did in the explanatory model, as shown by the regression coefficient
(-0.669 before and -0.4198 now). Regarding our control variables, the relationship with abnormal
volume is now highly significant and indicates a negative relationship with abnormal return and the one-
time lagged Volatility also has a highly significant relationship with the current abnormal returns. The
results of the multivariate regression are interesting. First, the highly significant relationships between
the ASVI_Tick Sto completely vanished when the control variables were accounted for, and second,
the addition of these control variables considerably improved the significancy of the tickers’ coefficient,

33 We did not reinclude the simple linear regression using one-time lagged values of AR as it would have been
similar to what was recorded in the explanatory model.
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now significant at the 5% level. Regarding the R-squared, despite being higher on average than they
were in the explanatory models, they still indicate that a relatively small percentage of variance in the
dependent variable is explained by the different models.

Table 5.3 : Results for regression models with fixed effects investigating the AR, using a predictive
approach. Columns (1) to (5) report single linear regression results investigating AR; as the dependent variable
and various independent variables. Columns (6) to (8) report the results from the explanatory models presented in
the methodology section. The sample period covers 234 months, from February 2004 to August 2023. The numbers
in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Predictive Model
6] () 3) “4) (5) (6) (7) (8)
ASVI_Full,_4 0.1912 0.2385
(0.235) (0.139)
ASVI_Ticker;_4 0.1763 0.3472
(0.185) (0.011)
ASVI Tick_Sty_4 -0.4198 -0.11607
(0.005) (0.3122)
AR;_4 -0.007 -0.008 -0.008
(0.562) (0.504) (0.503)
Abn_Volume_;; -0.3516 -0.3621 -0.397 -0.3274
(>0.001) (>0.001) (>0.001) (>0.001)
Volatility,_, 0.2966 0.2804 0.2398 0.2647
(0.556)  (0.578)  (0.6338) (0.5592)
R2 0.0002 0.0003  0.0012 0.0043 0.000 0.006 0.006 0.005

The results of the regression model using Fama-French three factors as control variables and the
excess returns as a dependent variable, which are presented in Table 5.4, do not provide much more
information on the question of whether the ASVIs can be used to predict stock returns. As mentioned in
the table’s description, the coefficients of the three factors were highly significant in every single model.
Their inclusion and precision were the sole reasons of the high R-squared. The difference in R-squared
between models where ASVIs were significant and when they were not stands as evidence®. The only
variables with a significant coefficient were the two ASVI computed using the company names. Their
coefficients are contradictory, but this could be evidence of the literature’s theory that in the two weeks
following an increase in search volume, we should expect an increase in return and then a decrease in
the months after that. Which is what we expected with our hypotheses.

34 The R-squared without any ASVI variable was 0.331 for comparison.
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Table 5.4: Results of a multivariate panel regression with fixed effects investigating the excess returns
as a dependent variable using the Fama-French three factors as control variables. For every result
presented, the regression coefficient’s P-value for each of the three Fama-French factors’ was lower than 0.00
reason why they are not presented. The sample period covers 234 months, from February 2004 to July 2023.

Abnormal Search Volume Regression Coefficient P-Value of the R?
Used Coefficient

ASVI_Full, 0.2700 0.090 0.3313
ASVI_Full,_, -0.3357 0.034 0.3315
ASVI _Ticker; 0.1891 0.149 0.3312
ASVI_Ticker,_4 0.1213 0.189 0.3311
ASVI_Tic_St; -0.1607 0.106 0.3313
ASVI_Tic_St;_; -0.1870 0.209 0.3312

Overall, it would be difficult to argue in favour of our different abnormal search volumes’ ability
to either explain or predict abnormal returns with these results®®. Comparing the results obtained in the
different tables, the effect of the ASVIs is contradictory. In the explanatory models, we have two ASVIs
with a significant relationship with the abnormal returns but going in opposite directions. When using
past values, those relationships either disappear in the univariate models or when the control variables
are accounted for. We typically do not expect such variables to have explanatory or predictive power
without accounting for the different risk factors associated with stock returns. In the regression models
with the excess return as dependent variable and Fama-French three factors as control variables, we saw
that the addition of our ASVIs variable did not particularly improve the models’ performance either.
This leads us to conclude that we cannot confirm the existence of a direct relationship between stock
returns and abnormal search volumes.

We then explored the different relationships of ASVIs with the current level of trading volume.
In the univariate models available in columns one to three, we see that every single ASVI holds a
significant explanatory value for the current level of trading volume. In the case of the ASVI_Ticker and
ASVI Tick Sto, this relationship is positive and significant beyond a 1% level of confidence. For
ASVI Full, this relationship is negative but less significant only at the 5% level of confidence.
Regarding our control variables, the previous value of abnormal trading volume and the current volatility
have a highly significant relationship with the current level of abnormal trading volume. This
relationship is particularly strong with the volatility. Every relationships hold with the addition of control
variables. This leads us to believe that current level of the search volume on Google can be used to
explain the current level of trading volume.

35 It is important to note that the models attempt to predict and explain short-term abnormal returns because
the difference in time between the different variables is rather small. What the literature noted was that we could
expect an increase in returns following an increase in search volume, effect which would be reversed during the
year. Given the fact that there is only a maximum of one-month difference between the dependent and the
independent variable, we should only be able to capture the first event.
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Table 5.5: Results for regression models with fixed effects investigating the Abnormal Volume, using
an explanatory approach. Columns (1) to (6) report single linear regression results investigating AR, as the
dependent variable and various independent variables. Columns (7) to (9) report the results from the explanatory
models presented in the methodology section. The sample period covers 234 months, from February 2004 to July
2023. The numbers in parenthesis underneath the coefficient report the P-value associate with each coefficient.

Explanatory Model
& () 3) 4 6] (6) (7 8) 9
ASVI_Full, -0.061 -0.0478
(0.040) (0.008)
ASVI Ticker; 0.125 0.062
(>0.001) (0.007)
ASVI_Tic_St, 0.200 0.0689
(>0.001) (0.050)
Abn_Volumey,_, 0.307 0.2201 0.2163 0.3012
(>0.001) (>0.001) (>0.001) (>0.001)
AR, -0.004 0.000 -0.007 0.000
(0.089) (0.996) (0.7563)  (0.9698)
Volatility, 2.3229 1.594 1.599 1.5887
(>0.001) (>0.001) (>0.001) (>0.001)
R? 0.004 0.006 0.008 0.095 0.000 0.000 0.1295 0.142 0.1293

Regarding the predictive models, abnormal search volume using companies’ tickers and tickers
plus the mention stock are significant predictors of future trading volume, as displayed in Table 5.6. On
the other hand, the ASVI computed using the company name does not have any predictive power. Our
control variables do not appear to have any predictive power either. The significant relationships
displayed in the univariate models hold when the control variables are added. An interesting comparison
between the explanatory model and the predictive model is that past volatility values lose all explanatory
value when predicting future levels of trading volume. Finally, it is important to note that the R-squared
of the different multivariate predictive models are lower on average than they were in the explanatory
models.
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Table 5.6 : Results for regression models with fixed effects investigating the Abnormal Volume,
using an predictive approach. Columns (1) to (5) report single linear regression results investigating AR, as the
dependent variable and various independent variables. Columns (6) to (8) report the results from the explanatory
models presented in the methodology section. The sample period covers 234 months, from February 2004 to July
2023. The numbers in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Predictive Model
(1) (2) (3) 4) (5) (6) (7) (3)
ASVI_Full, , 0.006 20.026
(0.625) (0.183)
ASVI Ticker,_, 0.210 0.073
(>0.001) (0.002)
ASVI_Tic_St,_, 0.427 0.2115
(>0.001) (>0.001)
Abn_Volume;_; 0.305 0.299 0.274
(0.001) (>0.001)  (>0.001)
AR,_, 0.003 0.0034  0.004  0.005
(0.101) ©.11)  (0.05)  (0.061)
Volatility, 0.018 0048 0047  0.045
(0.846)  (0.588)  (0.595)  (0.612)
R 0.000 0.012 0.043 0002 0000  0.108 0096  0.112

What we understand is that the abnormal search volume indexes are better at explaining the
current level of trading volume than predicting their future values. In the explanatory models, every
single ASVIs had a significant relationship with the dependent variable. However, we once again saw a
contradiction between the coefficient of the ASVI using the company full name and the two others. The
fact that the two other relationships remained positive and significant even when predicting future values
could indicate that their results should be favoured. The continuity showcased across the explanatory
and predictive models also indicates that when modelling the trading volume using the companies’ ticker
as a search query should be preferred. We also understand that the performances of the explanatory
models are higher on average than they were for the predictive models. This can be explained by the
fact that the control variables have a stronger explanatory power than predictive power. In future parts
of this thesis, we will present robustness checks that might give more information on this nuanced
relationship.

We now move on to the results of the volatility models. Tables 5.7 and 5.8 cover the results of the
different adaptations of the GARCH model described by equation 4.11 for the one-time lagged and
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contemporary observations of our abnormal search volume as explanatory variables®. The results were
obtained by following Suttakulpiboon (2023)’s methodology with the widely used RUGARCH library
in R. The section evaluating the robustness of our data will not include this differentiation between
lagged and contemporary volumes simply because the difference in the respective results is not
significant. In the different tables covering the results for the volatility aspect of the stock market
activity, only the coefficient of the variable of interest will be presented. A more detailed version of those
results, including all optimal GARCH(1.1) parameters as well as the log-likelihood associated with
them, is available in Appendix D. Finally, just like it was the case for the other financial metrics, we
decided to highlight the significant results for a better visibility.

What we understand from the results presented is that the relationship between our three abnormal
search volume variables and the volatility forecasted by the GARCH models appears weak but
consistently positive across all models. However, despite this consistency, we do observe an overall
pattern of mixed results, which often results in null or not significant coefficients. When each search
volume variables is taken individually, we note that the frequency of significance varies. The search
volumes of the companies’ ticker and ticker combined with the word “stock” offer the best results: 50%
of significant coefficient for the ticker and around 47% for the combination. The results using the search
volume of the companies’ full names are less encouraging, as the coefficient are significant around 36%
of the time. We do not observe any kind of pattern of relationship between the significance of each
variable at the company levels. Obviously, the first two variables mentioned are more often significant,
but singular or full®’ significancy for companies is far less common than dual significancy. It is in those
dual significances that no pattern is observed. As indicated by the increased associated log likelihood,
models exhibit improved performance when the explanatory variable is significant. In almost every case,
the most influential parameter shaping the volatility remains the volatility predicted at t-1 represented
by the beta. In terms of comparison between Tables 5.7 and 5.8, there is a clear consistency in
significancy of the coefficient when contemporary or one-time lagged observations are used, in the sense
that most often, if a coefficient is significant in one table, it remains significant in the other. We can also
mention that the range of the coefficients remains similar.

These findings are more subject to interpretation compared to those of a fixed effect regression,
as there is not one single coefficient englobing all companies for each variable. Despite not every
coefficient being statistically significant or non-null, the results point towards the fact that we should
consider the abnormal search volumes as a risk factor for volatility. It is apparent that an increase in
search volume is likely going to correspond to increased volatility. We can also note that the search
volume of the companies’ ticker and that same ticker with the mention ‘stock’ appear to be stronger
indicators of this relationship.

36 It is important to understand that we had to apply the code to each company individually for every variable;
this code left very little space for automatisation. The very long result collection process forced us to reduce the
amount of testing we were able to include. For that reason, the comparison between contemporary and lagged
values will only be available for our initial methodology.

37 Singular in the sense that only one variable is significant for the company and full significance that all three
variables are significant.
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Table 5.7: Coefficient of the companies’ search volume in GARCH models at t-1 as an explanatory
variable. The sample period covers 234 months, from February 2004 to July 2023. Logarithmic returns
were used in the models. The symbols (*, **, ***) denote the levels of significance, respectively (10%,
5% and 1%).

Company ASVI Full, ASVI Ticker: ASVI Tick Sto.
Apple 0.0009%** 0.0009%** 0.0005
Amgen 0.0002%** 0.0004** 0.0000
Johnson & Johnson 0.0000 0.0000* 0.0001***
Walgreens 0.0000 0.0001 0.0003
American Express 0.0000 0.0000 0.0000
JP Morgan 0.0000 0.0000 0.0000
Walmart 0.0001 *** 0.0000 0.0001 ***
Boeing 0.0006 0.0003 0.0012%**
Coca-Cola 0.0000 0.0000 0.0000
Caterpillar 0.0000 0.0000 0.0000
McDonald's 0.0000 0.0000 0.0006**
Cisco System 0.0001** 0.0001*** 0.0000
M 0.0000 0.0000 0.0015**
Chevron 0.0000 0.0006** 0.0001**
Merck & Co 0.0000 0.0000 0.0001*
The Walt Disney Co 0.0000 0.0012** 0.0018**
Microsoft 0.0000 0.0000 0.0000
Goldman Sachs 0.0011%* 0.0021*%** 0.0017**
Nike 0.0000 0.0002* 0.0002*
Home Depot 0.0000 0.0000 0.0001
Procter & Gamble 0.0000 0.0003* 0.0000
Honeywell 0.0000 0.0013** 0.0002
Raytheon Technologies 0.0015%* 0.0025** 0.0008*
IBM 0.0002** 0.0002** 0.0002*
The Travelers Companies 0.0004%** 0.0005% 0.0001
Intel 0.0016%** 0.0000 0.0005%**
UnitedHealth 0.0005 0.0001 0.0000

Verizon 0.0000 0.0002** 0.0000
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Table 5.8: Coefficient of the companies’ abnormal search volume in GARCH models at T0 as an
explanatory variable. The sample period covers 234 months, from February 2004 to July 2023.
Logarithmic returns were used in the models. The symbols (*, **, ***) denote the levels of significance
respectively (10%, 5% and 1%).

Company ASVI Full, ASVI Ticker; ASVI Tick Sto,
Apple 0.0008* 0.0011%** 0.0007
Amgen 0.0000 0.0005%** 0.0000
Johnson & Johnson 0.00002** 0.0001*** 0.0002%**
Walgreens 0.0000 0.0001 0.0003
American Express 0.0000 0.0013%** 0.0014***
JP Morgan 0.0000 0.0009** 0.0008*
Walmart 0.0000 0.0001 0.0006*
Boeing 0.0006 0.0000 0.0013%**
Coca-Cola 0.0000 0.0000 0.0000
Caterpillar 0.0000 0.000 0.0004
McDonald's 0.0000 0.0000 0.0006*
Cisco System 0.0000 0.0001*** 0.0000
M 0.0000 0.0000 0.0005**
Chevron 0.0000 0.0007** 0.0012%**
Merck & Co 0.0012 0.0003%** 0.0001
The Walt Disney Co 0.0000 0.0011%* 0.0009%**
Microsoft 0.0000 0.0000 0.0000
Goldman Sachs 0.0025%** 0.0000 0.0021***
Nike 0.0000 0.0000 0.0000
Home Depot 0.0000 0.0000 0.0002
Procter & Gamble 0.0001 0.0001 0.0001
Honeywell 0.0000 0.0018* 0.0002
Raytheon Technologies 0.0014%* 0.0027*%* 0.0010%**
IBM 0.0002 0.0002** 0.0001 ***
The Travelers Companies 0.0002%** 0.0000 0.0001
Intel 0.0016%** 0.0000 0.0005%**
UnitedHealth 0.0005 0.0002 0.0000

Verizon 0.0002 0.0001** 0.0000
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Robustness Test:

During this part of the results, we will check how the results we found hold when our models’ parameters
are modified or simply how robust they are to different model alternatives. Our main goal with this
section is to have more information to discuss our results, such as a better understanding of our dataset,
and also to learn more about the way Google’s search volume index works. Bijl et al. (2016) mainly
inspired our methodology for the robustness testing. First, we will verify the robustness of the results by
studying the impact of the ASVIs standardisation method. Second, we investigate the influence of the
geographical dimension of the search volume index. Finally, we will conduct different tests to assess the
possible randomness of our results.

As we just mentioned, we will start by exploring the impact of the standardisation methods
chosen. In the data manipulation, we mentioned that we chose a one-year standardisation period which
was inspired by Da et al. (2011), Bijl et al. (2016) and Kim et al. (2019)’s methodology. In these studies,
the search volume index is also standardised over a similar period time, but in their case one year of data
adds up to 52 observations. As we are working with monthly data, getting a similar number of
observations for our standardization would require extending the standardisation period. For that reason,
the first test will be to standardise the data over a five-year period, which adds up to 60 observations.
Afterward, we will test the models with no standardisation at all, meaning we will work with the base
value of Search volume. We do not expect the change in standardization period to have a clear impact
on the results, but working with the base value could possibly bring some other interesting results.

After the exploration of the impact of the standardisation method, we will evaluate the
geographical aspect of the search volume. In our initial methodology, we decided to not specify the
geographic region of interest, meaning that all searches around the world were counted in our search
volumes. But it is important to mention that this was not the preferred option. Different researchers when
working with the Dow Jones index, as they encouraged using US data for US stocks. The idea that
working with US search volume to investigate the US stock market was first advanced by (Preis et al.
(2013) and then by Bijl et al. (2016). The arguments for this choice are that the US is the region with
the highest concentration of investors trading in US markets. It is also more likely that individuals in the
US using the search query in question are actually looking for information on the company and not an
alternative meaning of the words or about another company with a similar name.

Finally, we want to assess the potential randomness of our results in order to be certain that these
are not explained by randomness alone. To do so, we start by removing the companies with tickers whose
ASVIs could be associated with unrelated searches (e.g. Caterpillar, Home Depot). We will provide a
table summarising what companies these are and the reason why we flagged them. We will continue by
shifting the observations of the abnormal search volume associated with the companies’ ticker, both in
time and per company. The final test will include ASVIs associated with completely random search
queries (e.g. historical figures, scientific research domains, etc.).

With these robustness factors introduced, we believe that it is important to dedicate some time to
understand the dynamics that tie our variables of interest and those used for the robustness tests before
we actually jump to the analysis of the results. To do so, we will look at Table 5.9, which is a summary
of the correlation values between our variables. In the upcoming analysis, we only substitute
contemporary observations with other contemporary variables, and similarly, one-time lagged
observations are only replaced by other one-time lagged observations. This means that by focusing on
the correlation of contemporary variables the integrity of the data associated with each timeframe is
preserved, and we do not overlook important information. We highlighted the important values in the
table, and a more complete version of the correlation matrix with every values is available in Appendix
B. First, we understand that there is no correlation whatsoever between the shifted and random ASVIs
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and any of our variables of interest. Second, when comparing the values of the other correlations, we
should primarily focus on those that are associated with similar search queries (full with full, ticker with
ticker). The values related to the ASVI 5Ys (the five-year standardisation period) and the ASVI USs
(the data from the US region) appear to follow similar dynamics. Indeed, those correlations are mostly
around the 0.3 mark. Third, the correlations associated with the variables made of the base value of the
search volume have been pretty low, ranging from 0.08 to 0.13. We have to agree on the fact that those
values are far below our expectations. Indeed, Kim et al. (2019) offered a correlation matrix with
different extensions of the standardisation period, in which the correlation values ranged from 0.64 to
0.98. With these three factors taken into account, the results we should expect from the robustness checks
are coefficients’ numbers but coefficient still go in the same direction as our initial methodology.

Table 5.9: Correlation matrix of the variables used in the robustness tests. For clarity, the coefficients
of the corresponding variables were highlighted.

ASVI FULL ASVI TICKER ASVI TICK STO

ASVI 5Y FULL 0.33 0.08 0.08
ASVI 5Y TICKER 0.05 0.29 0.13
ASV_5Y TICK STO 0.09 0.13 0.32
SVI FULL 0.08 0.01 0.01

SVI TICKER 0.03 0.12 0.04
SVI_TIC STO 0.02 0.04 0.13
ASVI US_FULL 0.31 0.09 0.07
ASVI US_TICKER 0.09 0.29 0.20
ASVI_US_TICK_STO 0.07 0.17 0.33
ASVI SHIFTED 0.02 -0.01 0.00
ASVI RANDOM -0.01 -0.01 0.03

Standardization Method:

To start with the different standardisation methods, we decided to include a five-year standardisation
period for the different search volumes and their base value. In the explanatory models investigating the
abnormal returns by using our initial 12-month standardisation period presented in Table 5.2, both the
ASVIs using the company name and the one using the combination of the company’s ticker plus the
mention stock had a significant relationship with the dependent variable. Using a five-year
standardisation period completely reversed these results, as none of the previous relationships remained
and only the ASVI using the companies’ ticker produced a significant coefficient as showcased in Table
5.10. However, when the base value of the search volume is used, this is not the case; indeed, only the
ASVI using the companies’ ticker and the mention stock has a significant relationship with the abnormal
returns. Regarding the predictive approach with one-time lagged values, none of the models using the
base values of search volume result in significant relationship and only the companies’ names
standardized over a five-year period significantly predicts future values of abnormal returns as
showcased in 5.11. Something that, once again, does not align with our initial results. Finally, in the
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models using the Fama-French three factors as control variables presented in Table 5.12, the results
using an extended standardization period and the base value of Google search volume align with the
results of our initial methodology. As only the search volume using the companies’ names using
contemporary and one-time lagged variables produced significant results.

Table 5.10 : Results for the regression models with fixed effects investigating Abnormal Returns; as a
dependent variable using an explanatory approach. On the left side of the table, the ASVI are
standardised over a five-year period, and on the right side, no standardisation of the search volume is
done. The sample period covers a 234-month period, from February 2004 to July 2023. The numbers in
parenthesis underneath the coefficient report the P-value associated with each coefficient.

5 Year Standardization Base Value of Search Volume
ASVI_Full,  -0.0739 -0.0018
(0.252) (0.6754)
ASVI _Ticker, 0.1157 0.0025
(0.061) (0.5510)
ASVI_Tic_St, 0.0121 -0.015
(0.839) (>0.001)
ARy, _, -0.0056 -0.0052 -0.0050 -0.0052 -0.0051 -0.0075
(0.648) (0.671) (0.706) (0.6754) (0.682) (0.5454)
AVolume, -0.0967 -0.101 -0.099 -0.0983 -0.0982 -0.0988
(0.168) (0.149) (0.162) (0.161) (0.161) (0.158)
Volatility,  -0.100 -0.2776 -0.1397 -0.1081 -0.1633 0.3277
0.017) (0.615) (0.801) (0.8425) (0.767) (0.556)

R2 0.000 0.001 0.000 0.000 0.001 0.002
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Table 5.11: Results for the regression models with fixed effects investigating Abnormal Returns; as a
dependent variable using a predictive approach. On the left side of the table the ASVIs are standardised
over a five-year period and on the right side, no standardisation of the search volume is done. The sample
period covers a 234-month period, from February 2004 to July 2023. The numbers in parenthesis underneath
the coefficient report the P-value associated with each coefficient.

5 Year Standardization Base Value of Search Volume
ASVI_Full,_, -0.1891 -0.006
(0.003) (0.156)
ASVI _Ticker,_, 0.0595 0.0003
(0.328) (0.949)
ASVI Tic_St,_4 -0.0362 -0.005
(0.535) (0.899)
ARy, -0.0083 -0.0068 -0.0066 -0.0072 -0.0068 -0.0068

(0.500)  (0.580)  (0.596) | (0.562)  (0.581)  (0.582)
AVolume,_; 03423  -0.3504  -0.3445 | -0.3455  -0.3487  -0.3486
(>0.001)  (>0.001) (>0.001) | (>0.001)  (>0.001)  (>0.001)
Volatility, ., 02531 02580  0.2820 | 0.2690 0.2592 0.2743
0.615)  (0.608)  (0.577) | (0.539)  (0.607)  (0.556)

R? 0.006 0.004 0.004 0.005 0.004 0.004

Table 5.12: Results for the regression models with fixed effects investigating Excess Returns as a
dependent variable using Fama-French Three Factor as control variables. The ASVIs are standardised
over a five-year period on the left side and no standardisation is done on the right side. The sample period
covers a 234 months period. For every results presented, the regression coefficient’s P-value for each of the three
Fama-French factors’ was lower than 0.00, which is why they were not presented. The sample period covers a

234-month period from February 2004 to July 2023.

5 Year Standardization Base Value of Search Volume
Coefficient  P-Value R? Coefficient P-Value R?

ASVI_Full, -0.181 0.004 0.3318 -0.0082 0.0497 0.3314
ASVI_Full;_4 -0.2075 0.001 0.3321 -0.2120 0.0330 0.3315
ASVI_Ticker; 0.1683 0.341 0.3311 0.0000 0.998 0.3310
ASVI_ Ticker;_4 -0.011 0.8573  0.3310 -0.0056 0.17820 0.3312
ASVI_Tic_St; 0.1697 0.4641  0.3308 -0.0096 0.0127 0.3316
ASVI Tic_St;_4 0.1654 0.2904  0.3310 0.0104 0.0092 0.3317
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We continue with our models investigating the abnormal trading volume as our dependent
variable by employing various standardisation approaches, these are available in Tables 5.13 and 5.14.
Initially, in the explanatory models, all three ASVI variables exhibited a significant relationship with the
variable of interest. In the predictive model, only the relationship with the ASVI using the companies’
names did not persist.

Expanding the standardisation period to five years resulted in none of the initial significant
explanatory relationships to persist. In contrast, the situation of the predictive models using an extended
standardisation approach leads to a clear improvement in results. Indeed, as showcased by the coefficient
in Table 5.14, an increase in search volume predicted an increase in trading volume for all of our ASVI
variables. Using the base value of the search volume also leads to similarities with our initial results.
There is however one notable difference as the search volume variable that does not lead to a significant
prediction of future abnormal trading volume levels is the ASVI_Ticker and no longer the ASVI_Full.
The results presented in Table 5.13 and 5.14 lead us to conclude that the relationship between the
different Google search volume variables and abnormal trading volume is robust to a change in
standardization method.

Table 5.13: Results for the regression models with fixed effects investigating Abnormal Volume; as a
dependent variable using an explanatory approach. On the left side of the table, the ASVIs are
standardised over a five-year period, and on the right side no standardisation of the search volume is
done. The sample period covers a 234-month period, from February 2004 to July 2023. The numbers in parenthesis
underneath the coefficient report the P-value associated with each coefficient.

5 Year Standardization Base Value of Search Volume
ASVI_Full, 0.0114 0.0012
(0.309) (0.097)
ASVI_Ticker, -0.0030 -0.0016
(0.782) (0.029)
ASVI_Tic_St, 0.0078 -0.0005
(0.458) (0.4993)
AVolume,. 0.2185 0.220 0.2159 0.2186 0.2200 0.2200
(>0.001) (>0.001) (>0.001) | (>0.001) (>0.001) (>0.001)
AR, -0.0006 -0.0006 -0.0006 -0.0006 -0.0006 -0.0007
(0.780) (0.779) (0.764) (0.776) (0.787) (0.751)
Volatility, 1.6002 1.6025 1.5934 1.5993 1.6025 1.6116
(>0.001) (>0.001) (>0.001) | (>0.001) (>0.001) (>0.001)

R? 0.129 0.129 0.184 0.130 0.130 0.1292
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Table 5.14 : Results for the regression models with fixed effects investigating Abnormal Volume; as
dependent variable using a predictive approach on the left side of the table the SVI is standardized over
a five year period and on the right side no standardization of the search volume is done. The sample
period covers a 234 months period. The numbers in parenthesis underneath the coefficient reports the P-value
associated with each coefficient.

5 Year Standardization Base Value of Search Volume
ASVI_Full,_, 0.0777 0.0030
(>0.001) (>0.001)
ASVI _Ticker,_, 0.1243 0.0050
(>0.001) (>0.001)
ASVI_Tic_St;_4 0.2036 0.0000
(>0.001) (0.973)

AVolume,_,  0.3048 03038  0.2987 | 0.3059 0.3074  0.3074
(>0.001) (>0.001) (>0.001) | (>0.001)  (>0.001)  (>0.001)

AR,_, 0.0048  0.0042  0.0055 | 0.0044 0.044 0.0042
(0.026)  (0.050)  (0.010) | (0.045)  (0.041)  (0.053)

Volatility,_, ~ 0.0542  0.0478  0.0490 | 0.0469 0.0406  0.0052
(0.541)  (0.588) 05709 | (0.597)  (0.647)  0.5683

R? 0.102 0.114 0.1484 0.097 0.101 0.095

We now move on to the impact of the standardisation period on the GARCH models with
explanatory variables. Tables 5.15 and 5.16 respectively, summarise the coefficients and their associated
significance when the standardisation period of the search volume is extended to five-year and when no
standardisation method is applied. The assessment of the robustness of the initial results of volatility
will differ from those of abnormal return and abnormal volume as the results are not presented in a
similar way. Instead, we will rather focus on the results consistency and the different variables overall
performance.

As areminder, in our initial results, the search volume of the ticker and the ticker plus the mention
stock had 50 and 47% of significant coefficients, respectively. The search volume of the companies’
names had 37% of significant coefficient, on the other hand.

Using an extended standardisation period, the overall performance of the three variables is quite
similar, even slightly improved. The performance of the first two variables remained quite similar (47%
in both cases), and for the companies’ names, we now have 43% of companies with significant
coefficients. But obviously, those changes are not particularly substantial given the fact that we only
have 28 companies. In terms of consistency, we do see some clear changes in what companies’
coefficient is significant and this is the case for each of the three variables. Another important change
lies in the coefficients themselves. When we use a 5-year standardisation period, the range of those
coefficients is smaller than they were in our initial results. In terms of model performances we also see
that the significancy of the explanatory variables leads to higher log-likelihood. The beta also remains
the most significant variables in the model. Finally, we mentioned that there was no consistent pattern
of significancy on the company level, which is something that we also find on a longer standardisation
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period. Overall, we do find some continuity in the overall performance of the models using a five-year
standardisation period, but the same cannot be said for the consistency in terms of what companies have
a significant coefficient.

When we use the base value of the search volume for our three variables, the changes in
performance are definitely more substantial. For 70% of the companies, using the base value of their
ticker’s search volume leads to a significant coefficient, which is a clear improvement from our initial
results. The performance of the variables using the companies remained similar, but we saw a clear
decline in performances, when we used the base value of search volume of the companies’ ticker plus
the mention stock, from 47% to 29%. Of course, these important changes in performance also lead to a
lack of continuity, both in terms of what companies’ coefficients is significant and in the value of those
coefficient. But we expected a decrease in the value of those coefficients, given the fact that without any
standardisation method the observations are bigger numbers.

The results of the two tables clearly indicate that the choice of the standardisation method has an
impact on the performance and consistency of the volatility models; thus, our results were not robust to
a change in standardisation method. But at the same time, these results still indicate that an increase in
Google search volume should be consider a risk factor for future increase in volatility levels.



51

Table 5.15 : Coefficient of the companies' abnormal search volume with the standardisation method
being extended to five years in the GARCH models at t-1 as an explanatory variable. The sample period
covers 234 months from February 2004 to July 2023. Logarithmic returns were used in the models. The
symbols (*, **, ***) denote the levels of significance respectively (10%, 5% and 1%).

Company ASVI Full, ASVI Ticker: ASVI Tick Sto
Apple 0.0000 0.0002* 0.0000
Amgen 0.0001* 0.0004* 0.0002*
Johnson & Johnson 0.0001*** 0.0001*** 0.0001***
Walgreens 0.0003*** 0.0000 0.0000
American Express 0.0001 0.0004* 0.0007%**
JP Morgan 0.0000 0.0002* 0.0002*
Walmart 0.0001 *** 0.0003 0.0001%%**
Boeing 0.0000 0.0001 0.0003%**
Coca-Cola 0.0000 0.0000 0.0001***
Caterpillar 0.0000 0.0000 0.0001
McDonald's 0.0000 0.0002* 0.0000
Cisco System 0.0002* 0.0001* 0.0006%***
3M 0.0000 0.0000 0.0000
Chevron 0.0000 0.0000 0.0000
Merck & Co 0.0003%** 0.0001*** 0.0000
The Walt Disney Co 0.0000 0.0002%* 0.0000
Microsoft 0.0004*** 0.0000 0.0000
Goldman Sachs 0.0000 0.0016** 0.0002*
Nike 0.0000 0.0000 0.0000
Home Depot 0.0000 0.0000 0.0000
Procter & Gamble 0.0003* 0.0001* 0.0001*
Honeywell 0.0001* 0.0000 0.0000
Raytheon Technologies 0.0001* 0.0002** 0.0003**
IBM 0.0000 0.0000 0.0002%%**
The Travelers Companies 0.0002** 0.0000 0.0006%**
Intel 0.0001* 0.0009%** 0.0000
UnitedHealth 0.0000 0.0000 0.0000

Verizon 0.0000 0.0009** 0.0000
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Table 5.16: Coefficient of the different abnormal search volumes with the base value of the Google
search volume in the GARCH models at t-1 as an explanatory variable. The sample period covers 234-
months, from February 2004 to July 2023. Logarithmic returns were used in the models. The symbols
(*, **, ***) denote the levels of significance respectively (10%, 5% and 1%).

Company SVI Fully SVI Tickert. SVI Tick Sto;
Apple 0.00000 0.00003*** 0.0000
Amgen 0.0003* 0.00006%*** 0.0000
Johnson & Johnson 0.0000 0.0002%** 0.0000
Walgreens 0.00001 0.00006*** 0.0000
American Express 0.0000 0.0000 0.00003***
JP Morgan 0.00002%** 0.00003* 0.0000
Walmart 0.0000 0.0000 0.0000
Boeing 0.0000 0.00001 *** 0.0000
Coca-Cola 0.0000 0.0001*** 0.0000
Caterpillar 0.0001 *** 0.00006%*** 0.0000
McDonald's 0.0000 0.00007%** 0.0000
Cisco System 0.0000 0.0000 0.0000
M 0.0000 0.0000 0.00004*
Chevron 0.0000 0.00008%*** 0.0000
Merck & Co 0.0001* 0.00002%** 0.0000
The Walt Disney Co 0.0000 0.00007%** 0.0000
Microsoft 0.00005%** 0.00002%** 0.0000
Goldman Sachs 0.0000 0.00008%*** 0.0000
Nike 0.0000%** 0.0000003*** 0.0000%**
Home Depot 0.000002*** 0.00000 0.000023%**
Procter & Gamble 0.0000006* 0.0000006* 0.000066*
Honeywell 0.000002*** 0.00000 0.0000054%**
Raytheon Technologies 0.0000 0.0000043%** 0.000002***
IBM 0.0000 0.0000 0.0000
The Travelers Companies 0.0000 0.0000 0.0000
Intel 0.0000 0.000009*** 0.0000
UnitedHealth 0.0000 0.0000001*** 0.0000038*
Verizon 0.0000 0.0000 0.0000

This concludes the section going over the robustness of our initial results when the standardisation
method is changed. The models investigating the trading volume and the volatility initially showed the
most promising outcomes; on the other hand, those investigating the abnormal return as dependent
variables had mixed results. Overall, we understand that the standardisation definitely has an impact on
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the results. This was shown both in terms of models’ performance and coefficients’ significancy.
Regarding the different relationship between the ASVIs, trading volume, and volatility, we cannot say
that the entirety of our initial results were robust to change in standardization methods, but we would
tend conclude that the general dynamics behind the results were maintained. This is specifically true for
the trading volumes for which we only recorded minor changes or should we say improvements, as the
results were more consistent across variables. The models investigating the volatility are more subject
to interpretation, the results presented indicated some clear differences from our initial methodology but
once again the dynamic behind the results was respected. For the abnormal returns, our conclusions are
less affirmative, confirming our idea that the relationship between abnormal returns and abnormal search
volumes may be less direct or even inexistant .

Geographical Aspect:

We continue the robustness’ test of our data by taking a look at how the geographical aspect of the
Google trends’ data impacts the different models. Our decision to not specify the geographical region
was not motivated by any other research. The use of US data for US stocks is even favoured by other
researchers. However, despite being motivated by logical ideas, we did not find any statistical evidence
confirming this choice. We were, indeed, not able to find any studies comparing the geographical aspects
for specific companies®. Following this idea, this section, beyond testing if the results remain, will also
test if the results are in any way improved, which would also serve as a supplementary argument in the
favour of US data for US stocks. It is also important to mention that the ASVI values used in this section
were manipulated using our initial standardisation method.

In the models used to investigate the explanatory power of abnormal search volume for the
abnormal returns; whose results are presented in Table 5.17, we understand that the use of US data
improves the results on two levels. Every single ASVI variable has now a significant relationship with
abnormal returns. And two, the contradictions in their coefficients are removed, meaning that we now
have three significant positive coefficients. Unfortunately, the same cannot be said regarding the
predictive models as the results using US data neither align with our initial results nor provide an
improvement, as shown in Table 5.18. A similar unconclusive outcome can be drawn for the models
investigating the excess returns with the Fama-French three factors as control variables, whose results
are available in Table 5.19. In every case of each model, the R-squared value was either insignificantly
improved or not improved at all. Beyond the fact that the use of US data does not improve the predictive
power of past observations or the performance of the models including the Fama-French three factors
as control variables, the results presented in this section align with what we previously reported. In the
sense that we cannot argue in favour of a direct link between abnormal returns and abnormal search
volumes no matter how we turn the situation around.

38 You may recall that Akarsu & Siier (2022) compared the results of the relationship between abnormal search
volume and stock returns for individual companies across countries. And the fact that they conclude that there
was not one specific pattern of relationship across countries, but this is not the same as taking one company and
changing the geographical aspect of the data.
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Table 5.17: Results for the regression model with fixed effects investigating the Abnormal Returns, as
a dependent variable using an explanatory approach with the US as the geographical region of interest
for the search volume. The sample period covers a 234-month period, from February 2004 to July 2023. The
numbers in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Explanatory Model
ASVI_Full, 0.1114
(0.093)
ASVI_Ticker, 0.1603
(0.016)
ASVI_Tic_St, 0.1963
(0.004)
ARy, -0.0056 -0.0045 -0.0045
(0.715) (0.718) (0.716)
AVolume, -0.0962 -0.1162 -0.0978
(0.170) (0.100) (0.170)
Volatility, 0.0508 -0.3027 -0.4354
(0.926) (0.584) (0.435)

R? 0.001 0.001 0.0015
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Table 5.18: Results for the regression model with fixed effects investigating the Abnormal Returns; as
a dependent variable using a predictive approach with the US as the geographical region of interest
for the search volume. The sample period covers a 234-month period, from February 2004 to July 2023. The
numbers in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Predictive models

ASVI_Full,_, -0.0878
(0.185)
ASVI_Ticker,_4 0.0372
(0.573)
ASVI_Tic_St,_, 0.1125
(0.094)
AR;,_, -0.0078 -0.0063 -0.0052
(0.528) (0.609) (0.677)
AVolume,_, -0.3366 -0.3531 -0.3625
(>0.001) (>0.001) (>0.001)
Volatility, , 0.2457 0.2707 0.2064
(0.626) (0.593) (0.684)
R? 0.004 0.004 0.005

Table 5.19: Results for the regression models with fixed effects investigating Excess Returns as a
dependent variable using the Fama-French Three Factor as control variables and the US as the
geographical region of interest for the search volume. For every results presented, the regression coefficient’s
P-value for each of the three Fama-French factors’ were lower than 0.00 reason why they are not presented. The
sample period covers 234-month, from February 2004 to July 2023.

Coefficient P-Value R?
ASVI_Full, -0.0981 0.1322 0.3283
ASVI_Full,_4 -0.0928 0.1546 0.3283
ASVI _Ticker; -0.0704 0.2779 0.3275
ASVI_Ticker;_4 0.0395 0.5427 0.3274
ASVI_Tic_St; 0.1386 0.0362 0.3320
ASVI Tic_St;_4 -0.0707 0.2854 0.3319

The explanatory models investigating the abnormal volume as a dependent variable are not
improved by using US data either, as presented in Table 5.20. In our initial explanatory models, the three
ASVI variables had a highly significant relationship with the variable interest. However, we have to
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mention that the initial contradiction we found in the regression coefficients®® is not present when we
use the data from the US. The predictive models using US data are, on the other hand, significantly
improved, as displayed in the results of Table 5.20. Not only did every ASVI variable have a highly
significant predictive power of future levels of trading volume, but there was no contradiction in their
coefficients whatsoever. Furthermore, the amount of variance in the dependent variables explained by
the models which is represented by the R-squared is doubled for the two variables for which we initially
found a significant predictive power of the abnormal volume: the model using the ASVI_Ticker now
has a R-squared of 0.1877 versus its initial value of 0.096 and the model using the ASVI Tick Sto with
0.2382 in comparison to 0.112 in the initial model.

Table 5.20: Results for the regression model with fixed effects investigating the Abnormal Volume; as a
dependent variable using an explanatory approach with the US as the geographical region of interest
for the search volume. The sample period covers a 234-month period, from February 2004 to July 2023. The
numbers in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Explanatory Models
ASVI_Full, 0.0080
(0.490)
ASVI _Ticker, 0.0300
(0.013)
ASVI_Tic_St, 0.0252
(0.050)
AVolumey. 0.2171 0.2089 0.2076
(>0.001) (>0.001) (>0.001)
AR, -0.0005 -0.0010 -0.0003
(0.835) (0.657) (0.904)
Volatility, 1.5873 1.5823 1.6080
(>0.001) (>0.001) (>0.001)
R? 0.1266 0.1285 0.1304

3% Remember in Table 5.22, the three ASVI variables had a significant relationship with the trading volume, but
we had a contradiction in the coefficients. Using the companies’ names led to a negative relationship, and using
the ticker or ticker plus the mention stock to a positive one. In the initial predictive models, this contradiction was
removed as only the two latter relationships remained.
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Table 5.21 : Results for the regression model with fixed effects investigating the Abnormal volume, as
a dependent variable using a predictive approach with the US as the geographical region of interest for
the search volume. The sample period covers a 234-month period, from February 2004 to July 2023. The numbers
in parenthesis underneath the coefficient report the P-value associated with each coefficient.

Predictive Models
ASVI_Full,_, 0.1306
(>0.001)
ASVI_Ticker,_, 0.2997
(>0.001)
ASVI_Tic_St,_, 0.3759
(>0.001)
AVolume,_, 0.2996 0.2830 0.2710
(>0.001) (>0.001) (>0.001)
AR, 0.0050 0.0049 0.0054
(0.022) (0.017) (0.008)
Volatility, , 0.0951 -0.0144 0.0007
(0.282) (0.864) (0.993)
R? 0.111 0.1877 0.2382

Table 5.22 goes over the results of the different GARCH models when the US is specified as the
geographical region of interest. Once again, we want to assess any improvements and/or continuity in
the results. The first thing that we notice is the notable shift in overall performance across the various
variables. The percentage of significant coefficients did not necessarily drop for the ASVI Ticker, but
we see major changes for the two other ASVI variables.

ASVI FULL, which was our variable with the worst performance, is now the best performing
variable with 57% of significant coefficients, but the same percentage for ASVI TICK STO dropped
from 47 in our initial results to 18% using the US data. We notice an overall drop in the range of
coefficients; when we used the data from the US all coefficients were between 0.0006 and 0.000 with
one exception (Raytheon Technologies), which is lower than it was in our initial results. We were not
able to find any pattern of coefficient’s significance at the company level initially which sort of remains
with the US data. We still have very few occasions when all three variables produce significant
coefficients for the same company but this time the distribution of singular (10) and dual significancy
(8) is more balanced. This leads us to conclude that our initial results are not robust to a specification of
a geographical region. But once again, the results presented still point forward to the fact that abnormal
search volume should be considered a risk factor for future levels of volatility to increase.
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Table 5.22: Coefficient of the different abnormal search volumes with the US as the geographical region
of interest in GARCH models at t-1 as explanatory variable. The sample period covers 234-month, from
February 2004 to July 2023. Logarithmic returns were used in the models. The symbols (¥, **, **%*)
denote the levels of significance, respectively (10%, 5% and 1%).

Company ASVI Full.;  ASVI Ticker.; ASVI Tick Sto,.
Apple 0.00061%**  0.00031* 0.0000
Amgen 0.00015%**  0.00011** 0.0000
Johnson & Johnson 0.00004***  0.0000 0.00018
Walgreens 0.0000 0.00002 0.0000
American Express 0.0000 0.0000 0.0000
JP Morgan 0.0000 0.0000 0.0000
Walmart 0.0000 0.00002%** 0.00001%**
Boeing 0.00047** 0.0000 0.00001%**
Coca-Cola 0.00014***  (0.0000 0.0000
Caterpillar 0.00023* 0.0000 0.0000
McDonald's 0.0000 0.0000 0.0000
Cisco System 0.00018%**  0.00005%** 0.0000
M 0.0000 0.00012* 0.0000
Chevron 0.0000 0.0000 0.0000
Merck & Co 0.00011***  (0.0000 0.0000
The Walt Disney Co 0.00012* 0.00018* 0.00015*
Microsoft 0.00006* 0.0000 0.0000
Goldman Sachs 0.0000 0.0000 0.0000
Nike 0.00006* 0.0000 0.0000
Home Depot 0.0000 0.0000 0.0000
Procter & Gamble 0.00001 0.00001 0.00007*
Honeywell 0.0000 0.00021* 0.0000
Raytheon Technologies  0.00159***  (.00006** 0.0000
IBM 0.00006** 0.00005%* 0.00002
The Travelers Companies  0.00013***  0.00002*** 0.00002*
Intel 0.00016***  0.0000 0.0000
UnitedHealth 0.0000 0.0000 0.0000
Verizon 0.00001* 0.00003* 0.0000

We decided to include this section for two reasons. One, to test the robustness of our data. And
two, to check whether, beyond the two logical facts that we mentioned earlier, there were any statistical
arguments to support the use of US search volume instead of not specifying any geographic region when
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working with US stocks. We found that using US data in the fixed regression models improved the
performance of some of our models investigating abnormal trading volume and abnormal returns. In
those models, the amount of variance in the dependent variables explained by the models increased, and
it also resolved the contradictory aspect of the relationships across our different variables. These results,
once again, support the conclusions made previously regarding the link between the abnormal search
volume and the trading volume. Concerning abnormal returns, even if the performance of the models
were improved, it is not sufficient to disprove our idea that a direct link between abnormal search volume
and abnormal returns does not exist. Regarding the volatility, the results were less encouraging, as the
performances of the models improved for the ASVI Full but declined for the ASVI Tick Sto. The
results we found in this section do not completely align with what we initially found, but they do not
serve as counterarguments for our initial idea either. Although our testing was not very exhaustive, our
results indicate that to some extent the use of US data for US stocks should be preferred in future
research.

Randomness:

Finally, we investigate the possibility of our results being due to randomness. To do so, we provide the
results of three tests, each assessing one part of the randomness. We start with a shifted version of the
ASV_Ticker dataset, in which observations are shifted both per company and in time. We then built a
variable based on the search results volume of completely random words such as Cleopatra, astrophysics
or calligraphy. The full list is available in Appendix A. It is important to note that the geographical region
of interest for these random words is the whole world. We also tried to only include words that were not
bound in time by a specific period*. Finally, we present the results of a modified version of our initial
ASVI Ticker, this time we exclude companies with a ticker that had a high likelihood of having biased
search volumes due to the ticker having other meaning associated with it. The list of these companies is
presented in Table 5.23. Obviously, we do not expect the random variable nor the shifted Search volume
variables to produce any significant results. Regarding the ASVI Ticker without the flagged tickers,
finding results that are similar to what we initially found would refute any randomness possibility.

Table 5.23 : Flagged tickers and reasons why they are flagged.

Tickers Flagged Reason Why it is Flagged
CAT A cat is an animal.
HD HD, or High Definition is an image resolution.
KO KO can refer to “knock-out” is a term used in

combat sport referring to the fact that one
participant is knocked out of the fight.

RTX In computer building, RTX refers to NVIDIA’s
Graphic card*’.

40 What we mean is that certain search queries might be more related to certain year or period than others. If we
were to take a specific gaming console, there would be little to no values prior to its release and something similar
once a newer version of the console is released.

1 This one may seem like a stretch but Google Trends’ data is highly impacted by this product. When looking at
the graph covering the all-time search interest for the term ‘RTX’, we understand that any datapoint prior to 2018
is a value very close to ‘0’, everything afterwards is very high on the hand. Which corresponds to the launch of
Nvidia’s graphical card.
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We present the results in relation to stock returns in Tables 5.24 to 5.26. In none of the predictive
and explanatory model attempting to explain or predict the abnormal returns or the regressions using
Fama-French three factors as control variables to assess the relationship with the excess returns, do the
shifted and random variables produce any significant results. The results of the regression with abnormal
returns as dependent variable using the search volume of companies’ ticker without the flagged ticker
align with what we had initially found. Indeed, just like it had been the case using the whole sample of
companies in neither the explanatory model nor the regression model using Fama-French three factors
as control variables, did the ASVI Ticker variables have any significant relationship with the variable
of interest. On the other hand, the significant predictive power for abnormal returns we had found
remained.

Table 5.24: Results for the regression model with fixed effects investigating the Abnormal returns; as a
dependent variable using an explanatory approach. Each column represents one aspect of randomness.
The sample period covers a 234-month period, from February 2004 to July 2023. The numbers in parenthesis
underneath the coefficient report the P-value associated with each coefficient.

Shifted Values Random Search Without Flagged
Queries Ticker
ASVL 0.1242 10,0384 0.0340
(0.441) (0.563) (0.840)
ARty -0.0051 20.0027 -0.0009
(0.6799) (0.823) (0.947)
AVolume, 0.0996 0.0763 -0.0526
(0.155) 0.277) (0.492)
Volatility, 0.1055 04112 -0.1550
(0.845) (0.456) (0.790)
R 0.0001

0.0005 0.0004
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Table 5.25: Results for the regression model with fixed effects investigating the Abnormal returns; as a
dependent variable using a predictive approach. Each column represents one aspect of randomness. The

sample period covers a 234-month period, from February 2004 to July 2023. The numbers in parenthesis
underneath the coefficient report the P-value associated with each coefficient.

Shifted Values Random Search Without Flagged

Queries Ticker

ASVI,_4 -0.0308 -0.0364 0.33982
(0.848) (0.580) (0.016)

ARg,_, -0.0068 -0.0044 -0.0022
(0.579) (0.721) (0.868)

AVolume,_; -0.3485 -0.3455 -0.3751
(>0.001) (>0.001) (>0.001)

Volatility,_, 0.2633 0.2641 0.1430
(0.601) (0.600) (0.790)

R? 0.0043 0.0042 0.0047

Table 5.26 : Results for the regression model with fixed-effects investigating Excess Returns as a
dependent variable and Fama-French three factors as control variable. Each column represents one
aspect of randomness. For every results presented, the regression coefficient’s P-value for each of the

three Fama-French factors’ was lower than 0.00 reason why they were not presented. The sample period
covers a 234-month period, from February 2004 to July 2023.

Shifted Values Random Search Queries Without Flagged Ticker
Coefficient P- R? Coefficient P- R? Coefficient P- R?
Value Value Value

ASVI,  0.0347 0.8268 0.3310 ] -0.0521 0.4390 0.3309 | 0.1737 0.1968 0.3198

ASVI,_, -0.0324 0.8381 0.3310 | -0.036 0.5926 0.3318 | 0.1086 0.4204 0.3197

We then investigate the results from the explanatory and predictive models with the abnormal
trading volume as a dependent variable. The results of these models are available in Tables 5.27 and
5.28. Once again, neither the shifted nor the search volume for random search queries had any significant
relationship with the trading volume in both models*?. The results for the ASVI of companies’ ticker
without the ticker are aligned with our initial results as the ASVI Ticker had both explanatory and
predictive power for the abnormal volume.

42 1t is important to only look at the coefficients and P-value of the ASVI variables. The coefficient of the control
variables may be significant, but looking at those is not the point of this section.
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Table 5.27: Results for the regression model with fixed effects investigating the Abnormal Volume; as a

dependent variable using an explanatory approach, each column represents one aspect of randomness.
The sample period covers a 234-month period. The numbers in parenthesis underneath the coefficient report the

P-value associated with each coefficient.

Shifted Values Random Search Without Flagged
Queries Ticker
ASVI, 0.0080 -0.0008 0.0634
(0.775) (0.943) (0.007)
AVolume., 0.2196 0.2178 0.2107
(>0.001) (>0.001) (>0.001)
AR, -0.006 -0.0008 0.0006
(0.771) (0.663) (0.785)
Volatility, 1.5997 1.6363 1.5500
(>0.001) (>0.001) (>0.001)
R2 0.1291 0.1297 0.1255

Table 5.28: Results for the regression model with fixed effects investigating the Abnormal Volume, as a
dependent variable using a predictive approach, each column represents one aspect of randomness. The
sample period covers a 234-month period. The numbers in parenthesis underneath the coefficient report the P-

value associated with each coefficient.

Shifted Values Random Search Without Flagged

Queries Ticker

ASVI,_4 0.0027 0.0012 0.0767
(0.923) (0.853) (0.002)

AVolume,_, 0.3074 0.3065 0.2909
(>0.001) (>0.001) (>0.001)

AR,_, 0.0042 0.0045 0.0043
(0.0533) (0.040) (0.065)

Volatility, , 0.0511 0.0420 0.1248
(0.566) (0.637) (0.185)

R? 0.095 0.096 0.093
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Table 5.29 presents the results of the GARCH models with the shifted values of the ASVI ticker
and the ASVI of random queries’ search volume. As the results for the volatility are presented
independently for each company, the third aspect of our randomness assessment was dropped. Only on
very rare occasions did these variables have a significant coefficient in the GARCH models presented
(three times for the shifted values and only once for the random search queries). We can also mention
that the value of the coefficients were on average very low, or even null. These results confirm the idea
that our inital results were not due to randomness. Comparing the very poor results presented in this
table with the other tables investigating the volatility reinforces our idea that the search volume should
be considered as a risk factor for increased volatility.

Table 5.29: Coefficient of the different abnormal search volumes using the ASVI Ticker Shifted values
and ASVI of random search queries in GARCH models at t-1 as an explanatory variable. The sample
period covers a 234-month period from February 2004 to July 2023. Logarithmic returns were used in
the models. The symbols (*, **, ***) denote the levels of significance respectively (10%, 5% and 1%).

Company Shifted Values Random Search Queries
Apple 0.0002 0.0000
Amgen 0.0000 0.0000
Johnson & Johnson 0.0003 0.0000
Walgreens 0.0000 0.0004
American Express 0.0000 0.0000
JP Morgan 0.0000 0.0000
Walmart 0.0000 0.0000
Boeing 0.0000 0.0000
Coca-Cola 0.0003* 0.0000
Caterpillar 0.0000 0.0002
McDonald's 0.0000 0.0000
Cisco System 0.0000 0.0000
M 0.0000 0.0002
Chevron 0.0001 0.0000
Merck & Co 0.0000 0.0000
The Walt Disney Co 0.0016** 0.0004
Microsoft 0.0003 0.0000
Goldman Sachs 0.0006 0.0000
Nike 0.0001 0.0000
Home Depot 0.0000 0.0001
Procter & Gamble 0.0001 0.0001
Honeywell 0.0000 0.0000
Raytheon Technologies 0.0008 0.0004*

IBM 0.0000 0.0000
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The Travelers Companies 0.0000 0.0000
Intel 0.0002** 0.0000
UnitedHealth 0.0000 0.0000
Verizon 0.0000 0.0000

In this final section of the various robustness tests, our aim was to evaluate the potential influence
of randomness on our results. To do so we used three different tests; we shifted the values of the
ASVI Ticker; we used random search queries; and we reiterated our initial methodology by excluding
companies whose ASVI_Ticker could be biassed due to their tickers having other meanings (e.g. HD or
CAT). The results presented confirm that our other results were most probably not due to any sort of
randomness.

Indeed, the results of our initial methodology remained when companies with tickers that had
possible biassed search volume values were excluded. The models including shifted or random values
did not produce any significant results, on the other hand. A final note is that you may have noticed that
the R-squared associated with the models using those random variables were in almost every case higher
than those of the models with the excluded ticker. This can be explained by the fact that those R-squared
were mostly due to the control variables and that the values of R-squared are also increased by the
number of observations included.
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Chapter 6 : Discussion

This section of the thesis will encompass several points. We will provide a summary of how well our
different hypotheses aligned with the results presented in the previous section and compare them to
established findings from the literature. It will also be an opportunity for us to make sense of the results
we had, or in other words to explain what may have been the reason for the way things turned out. We
will then try to explain what information is actually contained in the Google Search Volume and how
best it can be used. We will also attempt to understand how the difference in the methodology we decided
to apply may or may not have played a role. Finally, we will focus on the implications of our results and
interpret their significance.

We split the results section into two parts: one where we simply followed our initial methodology;
and a second where we tested the robustness of these results against three different factors.

Our first hypothesis concerned abnormal and excess returns. We had different expectations,
depending on the model used. For the explanatory models (equation 4.1), we anticipated a positive
relationship between increased search volume and abnormal returns. For the predictive models (equation
4.3) we anticipated that an increase in abnormal search volume would predict negative abnormal returns
in the next period. We applied the same logic to our expectations of the results for equation 4.5, meaning
that contemporary search volume would be associated with positive excess returns and past search
volume would predict negative excess returns. This differentiation between short- and long-term was
the result of a subjective interpretation of the findings presented during the literature review. Indeed,
what emerged was that as investors are net-buyers of the stocks they pay attention to, in the two weeks
following an increase in abnormal search volume, we would see some positive stock returns due to an
increase in price pressure. Something that we consider as the short-term effect. This increase in returns
would then be reversed in the course of that year, what we consider as the long-term effect.

Obviously, the major difference between the studies presented during the literature review and
this thesis is the time component. By choosing to use monthly values of search volume, we were able to
go back to the first publication of Google Trends’ data, but at the same time, this choice did not allow
us to discern the short-term effect present in weekly values. We decided to hypothesise that the short-
term components would be englobed in our contemporary models, which would result in an association
of positive abnormal returns with an increase in abnormal search volume. And we treated the one-time
lagged values included in the predictive models as the long-term components, meaning that an increase
in abnormal search volume would predict negative returns in the next period.

What this means is that in our first hypothesis, we anticipated that the effects observed in the
literature regarding the first two weeks following an increase in search volume would be condensed into
one month of our data. And our second hypothesis implied the condensation of an effect observed over
50 weeks into one single month of data in our case. Obviously, This presents a significant challenge in
feasibility. But, in the end, how did our results align with those hypotheses?

By following our initial methodology, we had some mixed results. This difference between the
predictive and explanatory models did not manifest. More surprising, the results within the same time
component were contradictory. In the explanatory models, we saw that depending on whether we use
the search volume with the companies’ names, the companies’ tickers or tickers plus the mention ‘stock’,
the regression coefficients went in different directions. In the predictive models, only the relationship
with the companies’ tickers remained significant. In the models exploring the excess return with the
Fama-French factors as control variables, most of the coefficients were not significant. But by using the
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search volume of the companies’ names, we did find the results anticipated by our hypotheses. Due to
the contradiction and overall low significance of our results, we rejected our initial hypotheses. Instead,
our results rather indicated that there was no evidence of a direct link between the search volume and
stock returns. It is important to mention that the robustness tests produced more favourable results than
our initial methodology, but we concluded that those improvements were not sufficient enough to reach
another conclusion.

Our next hypothesis concerned the relationship between Google search volume and trading
volume. Our expectations aligned with the findings available in the existing literature. The starting point
of these studies was the fact that search volume on Google could be used as a proxy for investor attention
demand and that investors were net buyers of stocks that they were paying attention to. This would
translate into the fact that an increase in the search volume for a company’ tickers or a company’ name
predicts an increase in the trading volume of that same company. There was also an idea that the most
important part was not to understand how the market was going to react to new information, but just
that it was actually going to react. Unlike for abnormal returns, in the case of trading volumes, our
expectations did not differ depending on the time component of our variables and models used. For that
reason, our hypothesis was that an increase in abnormal search volume would lead to an increase in
trading volumes in both the explanatory (equation 4.2) and the predictive models (equation 4.4).

The results from our initial methodology aligned with this hypothesis with one exception being
that in our initial explanatory models, an increase in ASVI_Full was met with a decrease in trading
volume. We decided to accept this hypothesis for different reasons. One, the significance of this
coefficient was the lowest recorded among the three variables. Two, in the predictive models the
significance of this relationship disappeared. And three, in the different robustness tests performed, the
results aligned with our hypothesis, in some occasions even outperforming the results of our initial
methodology®®. It was, however, apparent that the relationship was more significant in the predictive
models.

Regarding volatility, our hypothesis followed a similar logic. In the literature, we found that
investor attention was positively correlated with stock volatility. This was something we also anticipated
finding in the results of equation 4.11. The methodology used for the volatility differed from the one
used for the abnormal returns and trading volume. We used a GARCH model with the one-time lagged
Google search volume as an explanatory variables. We presented individual results for each company.
The interpretation of the results was more subjective than it was for the other financial market activity
measures, as there was not one coefficient that explained the relationship of all companies with the
ASVL.

We ended up agreeing with our initial hypothesis meaning that increased search volume should
be considered a risk factor for future volatility. This decision was based on the overall performance of
our models. We mentioned that, although not every coefficient was either non-null or significant, the
general tendency aligned with our hypothesis. It is important to take into account the fact that when all
results are presented individually, the general trend that ties every company is more important than the
individual coefficients. If we had also split the other regression models for each company, it is highly
likely that the results for every company would not have been significant. The final coefficient exhibited
was a summarization of the overall relationship across all companies. Something we do not have for the
volatility. We then tested the robustness of our data for improvements in performance and continuity in
the results, once again finding mixed but not contradictory results.

43 By robustness test, we obviously implied that we were testing the standardisation method and US data.
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Finally, our last hypothesis anticipated that there would no significant differences among the
results obtained from the different abnormal search volume variables. During our literature review, we
dedicated some time understanding the differences in findings depending on the choice of the search
queries. We had understood that in the first studies with financial purposes involving GSVI, researchers
used the companies’ tickers. It was then shown that using the companies’ names led to similar results.
We explained that there was a third but less popular option which consisted of using the companies’
ticker plus the mention “stock”. This addition of the word ‘stock’ was present to filter searches with
similar search queries but different purposes due to a potential ambiguity in the ticker’s label (e.g. KO,
CAT, etc.).

The results presented did not align with our hypothesis. A first glimpse at the differences between
our variables was showcased in our correlation matrix during the data visualisation. The correlation of
the abnormal search volume of the companies names with the two other search volume variables was
relatively low. On the other hand, the correlation between ASVI Ticker and ASVI Tick Sto was
somewhat higher but still lower than what we could have expected. This demonstrated the impact of the
addition of the word “stock” to the search query. These correlation values were then reflected in the
models presented during the results section. We understood that the coefficients derived from ticker-
related search volume (ticker and ticker plus mention stock) exhibited stronger consistency among
themselves compared to the ASVI_Full. These differences were not as apparent in the robustness tests,
even disappearing when the data from the US was used. In our GARCH models, we noticed major
inconsistencies in the performance of the different ASVIs. However, these inconsistencies were not
systematically replicated across the different robustness test. This means that while each ASVIs
demonstrated unique performances, these performance were not systematically similar in each model.
These factors, when taken together, lead us to refute our initial hypothesis that there would be no
significant differences among the results presented of the ASVI variables.

Until now, our focus has been on the quantitative dimensions of Google search volume within the
financial context. We have explored different applications existing in the literature and examined
statistical relationships between various variables. But it is also essential to gain a better comprehension
of the content within the search volume indexes, beyond the coefficient value of their relationships with
financial variables. Eventually this will lead to an understanding of the way our choices of methodology
may have impacted the results presented. Obviously, this part of the discussion will contain some
subjective interpretation of information. It is also important to mention that even if there are many
studies using GSVI, we rarely see a qualitative interpretation of the results. Indeed, most often,
researchers are only interested in quantitative analysis of the search volume index and do not go beyond
that.

In the data section, we explained how the Google search volume index is calculated. We described
Google’s normalisation process of the search volume over time and also understood the importance of
each characteristic of the GSVI: the time component, the geographical region, or the search query itself.
These are all elements that should be taken into account when describing what the information inscribed
in the search volume is. In our case, we took a very base case of each search volume’s data, meaning
that for each of the three search queries chosen, we decided to not specify a category, we compared two
geographic settings (US data and the entire world’s data), and we chose to include every monthly data
points available on Google Trends since the start of the index. From the literature review, we understood
that the search volume index can be used as a proxy for investor attention demand, or the level of interest
that investors are allocating to specific stocks. This level of investor attention demand indicates what
stocks these investors are most likely to take a financial decision on. How does this relate to the search
queries used?
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The name of the company is probably the search query with the most information unrelated to a
possible financial decision within its search volume. Knowing that when we retrieved the data, we
specified that we were looking for information about the company itself (as presented in Figure 2.1), we
are, at least, entirely certain that any searches included in Google’s normalisation process of the Google
Trends’ data for the companies’ names were actually related to the companies in question. To answer the
question, as to what information is actually contained in each datapoint of the search volume index, we
have to put ourselves in the place of a Google user and guess the potential reason for which this person
could use the name of the company as a search query. We believe that there are five main reasons, which
we list as follows.

The first reason would be that the person is looking to buy or get information about a service or
a product provided by that company. This can be generalised as “product or service interest”. It is not
something that has a direct link with financial markets, but for certain companies, it gives you an idea
of the changes in popularity of the company’s products and an idea of the potential changes in the
company’s sales numbers. Using the company’s name does not fully capture that aspect as people might
be using the name of the product itself rather than the name of the company when they are looking to
buy this company’s product. For example, if you are looking for information about an iPhone, you might
either look for ‘Apple’ or for ‘iPhone’ directly. A second reason might be that a user is looking for a job
in the company or in other words ‘job opportunities’. We would tend to believe that the search volume
associated with this reason would be either fixed or seasonal. The third reason would be that you are
looking for “news report and updates” on a certain company. The literature on the relationship between
news and corporate reputation is rather extensive. What we find across studies is that a company’s news
coverage has an important impact on the public opinion on that company. Positive news coverage can
influence employees’ morale and consumer behaviour, but at the same time negative news coverage can
cause a decrease consumers’ trust and overall a overall loss of consumers (Meijer & Kleinnijenhuis,
2006; Vogler & Eisenegger, 2021). We would tend to believe that those findings should translate into a
positive relationship between Google search volume and corporate reputation, but we were
unfortunately not able to find any research confirming nor denying this idea. The fourth reason for which
the company’s name would be used as a search query would be to do “financial research” about the
company. Obviously, the company’s name might not be the preferred way for professionals to research
the financial aspect of a company, but it is a starting point for unexperienced investors. This is also the
reason why researchers prefer the use of the companies’ tickers. A final reason, which is more general,
is simply for “informational purposes”. This one sort of encompassed every other reason, but the
intention is different as it also includes voluntary general research about the company, for example about
its history or its CSR initiatives*.

In the list of companies that we have included in our research, each of these reasons might not
have the same importance or impact on the company’s search volume and eventually on its stock market
activity. This change in impact can be attributed to the company’s sector of activity, its overall
dependence on its internet presence, and the general idea of who its customers are*. Companies in the
retail sector, such as Apple, Nike, Walmart, all heavily depend on their online presence and web
popularity, as their most important clients are customers. These are called B2C in marketin®®. From an
executive point of view, an increase in search volume for these companies’ names would mostly be
received positively. Obviously, these are not exempt from the potential negative impact of one of the
other reasons we mentioned. But our intuition would be that this increase would be more representative
of higher sales or higher brand recognition. On the other hand, companies that mainly deal with other

44 CSR initiatives or corporate social responsibility initiatives relates to the actions taken by the company to face
social and environmental challenges.

4 Does the company mostly deals with customers or with other businesses.

46 B2C refers to business to customers, B2B refers to business to business in marketing. It indicates who the
business deals with.
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businesses such as Boeing, Goldman Sachs, JP Morgan, or IBM, which are referred to as B2B in
marketing, do not benefit from an increased interest in their companies from the point of view of their
activity. What we mean is that the increase in the search volume for these companies’ names has a higher
probability of being associated with negative events, as the increase in their related search volume would
most certainly not be representative of more business activity.

To give more context to this argument, we aimed to find other studies making similar claims.
Unfortunately, we were only able to find one research that studied the impact of Google Trends’ on
financial performances. When they investigated the impact of search volume on the US’s top five
technological companies’ names (Google, Microsoft, Apple, Facebook, and Microsoft), Liu et al (2021)
found that an increase in search volume for the company’s name was negatively correlated with different
financial performance indicators such as ROE or ROA*'. However, we did not find any researches with
a similar purpose including the differentiation in the companies’ sector This is an apparent gap in the
literature and might be interesting to consider in further research. The first part of our argument
concerning the increase in sales numbers for retail companies was better investigated. Indeed, the
relationship between search volume of companies and their sales numbers was even part of the different
versions of Choi & Varian's papers (2012). Other studies also investigated specific industries beside the
retail sector and found similar results: Du & Kamakura (2012) investigated the automobile industry;
Kulkarni et al. (2012) studied the impact of search volume for product launches, and Alexander Dietzel
et al. (2014) explored the real estate industry. This leads us to conclude that the first part of our argument,
regarding the B2C companies, is most likely correct as it stands on previous research. However the same
level of evidence is lacking for the second part of the argument regarding B2B companies. We have
mentioned the potential reasons for the use of the company’s name as a search query but in our case we
lack data to understand the actual reason driving this value, something that will be mentioned during the
limitations and further research section.

For the ASVI Ticker and the ASVI Tick Sto, we do not have the same problem in
understandability for the users’ intent with the search query. These search volume most likely reflect the
“financial research” reason we previously mentioned. The fact, that ticker related search queries were
easier to understand, was mentioned in the literature review and was also one of researchers’ initial
argument for the choice of this search query. We believe that this differentiation in the reasons behind
the use of the search queries, is partially responsible for the fact that the ASVI Ticker and
ASVI Tick Sto exhibited stronger consistency in their results, and that ASVI_Full’s results were more
singular. Another obvious reason is that search queries are broad matched, this means that every searches
in included in the ASVI_Tick_Sto are also included in the ASVI Ticker.

Regarding the geographical component of the search volume, we decided to dedicate a whole
section of our robustness testing to assess whether the specification of the US as the geographical region
of interest improved our results. We ended up concluding that the results presented were sufficient to
embrace the literature’s idea that US data should be preferred when investigating US stocks. Obviously,
this conclusion only relied on our not-so-extensive analysis which was based on a comparison between
the different models’ performance.

Beyond the idea that US data should probably be preferred for US stocks. Our results might also
be an indicator that for search queries that are not heavily influenced by the language, the differentiation
between world data and US data exists but is not highly significant. For search queries that are more
tied to a specific language, this would probably not stand. The Dow Jones includes the most traded
companies on the New York exchange. All of the companies included have a high international

47 ROE is the return on equity, which is equal to the net profit divided by the equity. ROA is the return on asset,
which is equal to the net income divided by the average total assets.
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recognition. For smaller companies or companies that only operate on a national/local level, we could
argue that the geographical specification would have a deeper influence.

We will now assess the last element of the search volume : the time component. Throughout the
studies that we have mentioned, the time component has always been similar. Researchers have, indeed,
always used weekly values of the GSVI. We decided to use monthly values for two reasons: to test the
literature’s findings with this change in methodology and to allow us to extend the study period from
five to 19 years. Beyond the fact that Google trends was only updated once a month until 2007, Google
does not actually provide an answer as to why Google Trends beyond five years is only available in
monthly values, but it obviously has an impact on studies.

What we understand is that the main difference between monthly and weekly values is the
opportunity for a more precise analysis in time. When we compare four weeks and one month of Google
Trends data, the same amount of searches are included in the two. The difference lies in the fact that the
amount of searches may strongly vary from one week to another, and that information is not displayed
in the monthly values. We wanted to test if this decrease in precision had an impact on the results
presented in the literature. We believe that it was the case to some extent.

We still concluded that monthly search volume had both a significant predictive and explanatory
value for the current and future levels of trading volume. We also found that the current search volume
was a risk factor for future volatility levels. But even if these two relationships are held at the monthly
level, we do not advise future studies to use monthly values and believe that using weekly values would
lead to stronger results. This can be explained by three reasons. One, some findings from the literature
do actually require the use of a weekly time component, mainly the stock returns. As we described, the
impact of an increase of search volume on stock returns occurred in the first two weeks following the
increase. When we work with monthly values, this impact is probably also present but more diluted in
the data. Two, the models’ precision would have probably been increased. By using weekly values,
models are far more sensible to changes and their overall precision would have been enhanced. This
increase in sensitivity would have probably increased the R-squared values of our different models. The
third reason is the fact that some predictive power may have been unintentionally attributed to some
explanatory power. With our methodology, we assessed the predictive power of past values of search
volume for the current level of our variables of interest. Simultaneously, the explanatory power used the
contemporary values of search volume to explain the current level of the variables of interest. In the
cases where the impact on the variables of interest occurred in the second to fourth weeks following the
change in search volume, when using monthly values this impact would have been covered by the
explanatory models, whereas weekly values would incorporate this change in the predictive models. In
our case, both predictive and explanatory models showed significant results, but this dimension of
misattribution is important to note. It means, that even though we managed to show that the literature’s
findings are held when monthly values are used, which was one of the objectives of the research, we
also have a better understanding behind the reason for the choices in methodology made by other
researchers. Which is why we recommend the use of weekly values in further research.

Finally, it is important to understand the implications of the results and discussion presented. Most
studies that investigate stock market activity metrics do it to understand market dynamics, thereby
exploring risk management, which may allow them to implement Google search volume in their
portfolio strategies. This implementation of Google Search volume in portfolio management strategies
is the most direct and actionable implication we found in the literature. These research attempted to
attribute weights to the stocks in the portfolio based on the previous value of search volume associated
with the companies. The results of those strategies were positive, as these portfolios outperformed the



71

benchmarks*. But this outperformance was only apparent until transaction costs were taken into
account.

The difference in results with and without transaction cost is a prime example of two behavioural
finances biases and mistakes: ‘attention and trading’ and ‘excessive trading’. At the very beginning of
our explanation of the financial interest of using Google Search volume in research, we explained that
‘attention and trading’ was researchers’ base argument. We had mentioned that, as Kahneman (1973)
had shown, attention is a scarce resource and the stocks that investors pay more attention to are more
likely to be bought. Google Search volume being a proxy for investors’ attention demand: the use of
GSVI presented a great opportunity to test the different attention related theories. The results of these
studies aligned with their initial expectations and were proof of different investors’ attention’ theory.

The excessive trading concept was first discussed by Barber & Odean (2000). In that article, the
researchers stated that excessive trading was a result of investors’ overconfidence and showed that
households that traded unfrequently actually earned an annualised net earning 7.1% higher than
households that traded very frequently. Overconfidence is the idea that we tend to believe that we are
better and know better than the average and for that reason, or that we overestimate our abilities and
knowledge about the financial markets. Overconfidence leads to poor and impulsive decisions, as we
would think that we know better and that we would not be making the same mistakes as other people.
We do not believe that the information we presented should actually be used in portfolio management
theories. One of the reasons that lead overconfident people to make poor financial decisions is actually
the amount of information available. Having too much information actually leads investors to be
overconfident and, thus, to make impulsive decisions. This leads them to base their strategies on
superficial of incomplete understanding of data. Rather than enhancing this behaviour, our intent is to
emphasize a better understanding of the relationship between investor attention and market dynamics
over the very long term. While this may sound inconclusive regarding the initial objectives of this
research, it serves as educational content for market understanding, and as basis for further behavioural
studies on the topic of Google search volume.

48 When testing different portfolio management strategies, the benchmarks serves as a standard to evaluate
strategies’ performances. We typically use a broad market index such as the S&P 500 (INX) or the Dow Jones
(DJ1).
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Chapter 7 : Conclusions

This master thesis attempted to investigate the relationship between Google’s search volume
index available on the website Google Trends and different stock market activity indicators such as
volatility, trading volumes and stock returns. There had been numerous similar attempts, but in our case,
we decided to use monthly values and test three different search queries, which are specifications that
had yet been attempted.

We started with a summary of the literature surrounding the use of GSVI, which we divided into
two parts : the non-financial use of GSVI and the financial use of GSVI. Regarding the non-financial
use of Google Trends, we identified three main domains of research: computer science or information
systems, medicine or biotechnology, and business-related use. For the financial use of GSVIs, we
attempted to get a clear understanding of the current state of the literature related to the financial metrics
we planned to include in this research. We understood that higher search volume on Google for
companies’ tickers and names led to higher trading volume and higher volatility. The relationship
between stock returns and search volumes was a topic of considerable debate. While some researchers
argued that there was no apparent link between the two, others concluded that increase in search volume
led to higher stock returns in the first two weeks. Increase, which would then be reversed during that
same year. We then finished our literature with a summary of the possible choices for search queries for
a financial purpose.

We continued with an exploration of the data that we were going to use in the following sections.
We described our different data sources: financial market data and Google Trends data. We explained
the process used by Google to normalise its search volume into the data available on Google Trends. We
then covered our data manipulation process and described how we went from the base value of search
volume, stock returns and trading volume to their abnormal values. In the data visualisation part, we
went over the statistics and relationships between our different variables.

In the methodology section, we described how we planned to explore our different variables. For
the abnormal returns and abnormal trading volumes, we decided to use predictive and explanatory
models to investigate their relationship with the abnormal search volume. These models were panel
regression with fixed effects, where we used the other financial metrics as control variables. The
difference between the predictive and explanatory models is that in the predictive models only one-time
lagged values were included, whereas in the explanatory models we used contemporary values for our
variables. To further investigate the stock returns, we also decided to include a model that used the
excess returns as dependent variables and the Fama-French three factors as control variables. For the
volatility, we decided to use a GARCH (1.1) model with explanatory variables. To give more context to
its use, we decided to give a further explanation of the history of volatility models. This section ended
with the formulation of our five hypotheses, which were based on the findings of the literature and linked
with the equations we presented.

We started the results section with the results of a Hausmann test to choose between fixed and
random effects for our panel regression. The results clearly indicated that fixed effects should be
preferred. This results section was then divided into two parts. One where we followed our initial
methodology, and a second one where we tested the robustness of the initial results presented. The results
that we found refuted our first two hypotheses regarding the relationship between the stock returns and
the search volume index. The results did not indicate the existence of a direct relationship between our
predictive and explanatory models and stock returns. The same conclusions were drawn for the models
with the Fama-French three factors as control variables. When investigating the trading volume, the
results aligned with our third hypothesis in both the predictive and explanatory models. These results
were robust to a change in standardisation method, improved by the use of US data, and excluded the
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possibility of randomness. We then covered our fourth hypothesis regarding the possible relationship
with volatility. The interpretation of these results was more subjective, but we did conclude in favour of
our initial hypothesis. The final hypothesis anticipated no significant differences in the results depending
on the search query used in the models. Something which was not consistent across the different models.
In the different regression models, we noticed a pattern of consistency between the ASVI Ticker and
ASVI Tick Sto but less so with the ASVI_Full.

In the final section of this thesis, we discussed our different results. We started with a summary
of the results we had previously presented, which we compared with the findings of the literature. We
then continued with a qualitative discussion of the search volume index. During which we explained the
difference in the results of the search volume variables by the reason they would be used by a Google
user. We continued with a discussion of the way the use of monthly data may have impacted our results.
And finished with the implications of our research, where we explained that instead of being a basis for
portfolio management strategies, results surrounding Google search volume should be used as
educational content or as basis for further studies.

From a more personal perspective, this thesis gave me an opportunity to put into practice different
knowledge and skills gathered during my time at ICHEC. We combined data analytics, finance, and
computer science, which are my primary domains of interest. Finally, beyond the use of Excel and
RStudio which were common during my studies, it gave me an opportunity to learn Python and Virtual
basics.
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Chapter 8 : Limitations and further research

The most important limitation of this research was the lack of understandability of our variables
containing the search volume related to the companies’ names. In the discussion section, we presented
different reasons for which the companies’ names could be used as a search query, but we did not have
any data to support our claims or distinguish the reason within the search volume. This lack of data for
interpretation limited our explanation of the results, as we did not have any ways of understanding the
actual reasons behind the fluctuations in search volume values.

Another limitation that aligns with the one we just cited is the lack of inclusion of categories in
the collection of our data. This would have been important both to get more information about the
ASVI Full and to make sure that only searches with financial intention would be included in Google
Trends’ data. Indeed, it would have been interesting to specify the “Bourses et aides financicres”
category to have a more precise sample. We even believe that with the inclusion of the right category,
the differentiation of the search volume of the companies’ tickers and tickers plus the mention ‘stock’
would lose all significance.

A final limitation is the lack of automatisation of our models for the volatility. As we mentioned
during this study, for every result presented, we had to modify the initial code manually and then look
for the correct information within the results printed by RStudio. This lack of automatisation forced us
to limit our test to only include lagged values. We actually looked for ways to improve this
automatisation but the options were very limited.

In further research, we believe that weekly data from the US should be used instead of our basic
data collection methodology. Even if we concluded that the literature’s findings held when those
parameters were modified, it appears that the use of weekly data from the US would be beneficial for
further research.

We also believe that further research could benefit from an analysis with a smaller sample of
companies but an increase number of search queries related to the companies in question. This analysis
could involve idiosyncratic and systematic risks surrounding each company. For the systematic risks,
the researchers could investigate search queries in relation to the industry of the company. And for
idiosyncratic risks, we could think of involving search queries relative to the company itself, such as its
products, news report or famous personnel, if applicable.

Finally, during the discussion section, we noticed a gap in the literature regarding the
differentiation of industries when an analysis of the relationship between the search volume of
companies’ names and their financial performance is done. By including categories to understand the
dynamics behind the search volume associated with the companies’ names with respect to the five
reasons we gave to explain the use of this search query on Google, researchers would fill this gap.
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